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Preface

This volume collects a subset of the high-quality papers that were accepted for
presentation at the 20th International Symposium on Computer and Information
Sciences (ISCIS). ISCIS 2005 was organized by the Department of Computer
Engineering of Boğaziçi University and was held in Istanbul, Turkey during
26–28 October, 2005.

Following on the success of previous ISCIS symposia, ISCIS 2005 attracted
a total of 491 papers. The submitted papers went through a rigorous submis-
sion period with the help of the Program Committee and external reviewers.
Keeping up with the tradition of previous editions of ISCIS, the selected papers
cover a wide spectrum of topics in computer and information sciences. The main
topics of ISCIS 2005 can be listed as: computer networks, sensor and satellite
networks, security and cryptography, performance evaluation, database systems,
algorithms, multiagent systems, e-commerce, machine learning, natural language
processing and information retrieval, image and speech processing, and theory
of computing.

In addition to the paper presentations, the symposium enjoyed four invited
talks. The honorary chair of ISCIS 2005, Erol Gelenbe from Imperial College,
London, gave a talk on a probability model of natural or artificial infection.
The second talk was by Onn Shehory of IBM Haifa Research Labs, on online
auctions. Jacques Stern from Ecole Normale Supérieure, France, focused his talk
on alternatives to RSA. The last invited speaker, Yanghee Choi from Seoul
National University, Korea, delivered a talk on location and address issues in
ubiquitous computing.

Many individuals and organizations contributed to the making of the 20th
edition of ISCIS. Authors from 30 countries submitted their papers. The Program
Committee members reviewed the submissions diligently in a short time span. A
substantial number of external referees helped with the reviewing. The staff at
the Computer Engineering Department of Boğaziçi University not only offered
their help in setting up and in maintaining crucial facilities, but also advised us in
setting up high standards for ISCIS 2005. The Scientific and Technical Research
Council of Turkey (TÜBİTAK), the Turkey Section of the Institute of Electrical
and Electronics Engineers (IEEE), and the Boğaziçi University Research Fund
supported our activities financially. We are deeply indebted to them all.

October 2005 Pınar Yolum
Tunga Güngör
Fikret Gürgen
Can Özturan
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Can Özturan Boğaziçi University, Turkey
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Cristina A.F. Machado, Danilo Scalet, Clênio F. Salviano . . . . . . . . . . 402

Multiagent Systems

A Secure Communication Framework for Mobile Agents
Suat Ugurlu, Nadia Erdogan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 412

A Novel Algorithm for the Coordination of Multiple Mobile Robots
Nusrettin Gulec, Mustafa Unel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422

Multiagent Elite Search Strategy for Combinatorial Optimization
Problems

SeungGwan Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 432

Managing Theories of Trust in Agent Based Systems
Ji Ma, Mehmet Orgun . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Applying Semantic Capability Matching into Directory Service
Structures of Multi Agent Systems
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İlknur D. El-Kahlout, Kemal Oflazer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 616



Table of Contents XIX

The Effect of Windowing in Word Sense Disambiguation
Ergin Altintas, Elif Karsligil, Vedat Coskun . . . . . . . . . . . . . . . . . . . . . . . 626

Pronunciation Disambiguation in Turkish
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Gabriela Şerban, Alina Câmpan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 854

Indexing of Sequences of Sets for Efficient Exact and Similar
Subsequence Matching

Witold Andrzejewski, Tadeusz Morzy, Miko�laj Morzy . . . . . . . . . . . . . . . 864

An Investigation of the Course-Section Assignment Problem
Zeki Bayram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 874

Crympix: Cryptographic Multiprecision Library
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We introduce a probability model for populations of conflicting agents such as
computer software (cells) and computer viruses that interact in the presence of an
anti-viral agent. Cells can be infected by viruses, and their longevity and ability
to avoid infection is modified if they survive successive attacks by viruses. Viruses
that survive the effect of the anti-viral agent may find that their ability to survive
a future encounter with molecules of the anti-viral agent is modified, as is their
ability to infect a uninfected cell. Additionally, we assume that the anti-viral
agent can be a cocktail with different proportions of agents that target different
strains of the virus. In this paper, we give the state equations for the model and
prove its analytical solution in steady state. The solution then provides insight
into the approriate mix or “cocktail” of anti-viral agents that are designed to
deal with the virus’ ability to mutate. In particular, the analysis shows that the
concentration of anti-viral agent by itself does not suffice to ultimately control
the infection, and that it is important to dose a mix of anti-viral agents so as to
target each strain of virus in a specific manner, taking into account the ability
of each virus strain to survive in the presence of the anti-viral agent.
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On-line auctions constitute a multi-billion market, which is still growing in size
and reach. Classical theory of auctions offers on-line auctioneers opportunities
for maximizing gains, as long as they carefully select appropriate mechanisms
for the market of interest. Studies in recent years have provided auctioneers with
additional, improved mechanisms and strategies for maximizing profits. In this
respect, on-line auctioneers utilize the state of the art in auction theory, in prac-
ticality. In contrast, bidders in electronic auctions hardly use optimal strategies
known in classical auction theory, let alone more recent results on optimal bid-
ding. Researchers have suggested that agents could simplify the implementation
of optimized bidder strategies. Such solutions, although well studied, analyzed
and demonstrated, are rarely found in commercial applications. In this lecture
we will present examples of current commercial online auctions and the gains
they provide the auctioneer side with. We will further present some recent re-
search results on automated and optimized bidding and the use of agents for
such bidding. Following these, we will discuss the major enables and inhibitors
of commercial bidder side agents. We will conclude with an open discussion on
the future of bidder-side agents.
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Abstract. This paper deals with problems of computer networks survivability. 
We present and discuss survivability aspects of Content Delivery Networks 
(CDNs) and other services based on the anycast paradigm. After that, we pro-
pose a new unified approach to network survivability. This approach assumes 
using jointly survivability mechanisms for both kinds of traffic: anycast (one-
to-one-of-many access to content servers) and unicast (one-to-one exchanging 
of data between individual users). We formulate a new optimization model for 
this scenario that can be used for development of algorithms. The optimization 
problem is NP-complete. The objective function is function of lost flow due to a 
failure of any single link. To our knowledge this problem have not received 
much attention in the literature. We provide also a numerical example to illus-
trate the proposed approach. 

Keywords: Survivability, MPLS, anycast, CDN. 

1   Introduction 

Nowadays we watch an increasing role of computer networks, caused mainly by the 
growth of the Internet as well as introducing many new services. Telecommunication 
companies and operators focus on new ideas and concepts to enable radical transfor-
mation of networks and service infrastructures. One of the most vital attributes of 
current networks is provision of QoS guarantees with some survivability aspects. 
Service disruptions in networks are significant, since loss of services and traffic in 
high-speed fiber systems could cause a lot of damages including economic loses, 
political conflicts. Therefore, new self-healing restoration methods to provide network 
survivability are being deployed. 

In general, current networks offer two kinds of services: access to content servers 
(anycast traffic) and exchanging of data between individual users (unicast traffic). 
Most of previous work in the field of network survivability focus on restoration and 
protection methods developed for unicast communication, for techniques like MPLS 
(Multiprotocol Label Switching). 

Connection-oriented techniques use similar approach to enable network survivabil-
ity. The main idea of this approach is as follows. Each connection, i.e. label switched 
path in MPLS, has a primary route and a backup route. The primary route is used for 
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transmitting of data in normal, non-failure state of the network. After a failure of the 
primary route, the failed path is switched to the backup route [1], [8]. 

Less papers address survivability issues of anycast traffic and CDNs (Content De-
livery Networks). There has not been any study, we are aware of, that gives specifics 
on how to apply jointly restoration methods of connection-oriented (c-o) networks 
and CDNs. Therefore, we propose a unified approach that improves survivability of 
networks carrying two types of traffic: unicast and anycast. We formulate a detailed 
optimization model that can be used for static assignment of network flows using a 
unified survivability approach. The optimization model can be applied for develop-
ment of heuristic and exact algorithms. In order to illustrate theoretical analysis we 
provide a numerical example that shows robustness of the proposed approach. Results 
of this work can be easily modified in order to deploy a framework for dynamic opti-
mization of network flows using the unified approach to survivability. 

2   Survivability of Content Delivery Networks 

Content Delivery Network (CDN) is defined as mechanism to deliver various content 
to end users on behalf of origin Web servers. The original information is offloaded 
from origin sites to other content servers located in different locations in the network. 
For each request, the CDN tries to find the closest server offering the requested Web 
page. CDN delivers the content from the origin server to the replicas that are much 
closer to end users. CDN techniques are based on caching of Web pages. Traffic of 
CDN is modeled as anycast flow. For more information on caching, replication, any-
cast communication refer to [2-6], [11]. 

Since modeling and optimization of CDN is a very complicated issue, in this work 
we consider a simplified model of CDN. We assume that CDN offers the same con-
tent replicated in a number of different locations called content servers or replicas. 
We can treat the origin server itself as simply one of the replicas. Obviously, we are 
not considering the case where there is a content server on every network node. A 
user is assigned to a number of these servers using the redirection mechanism. A 
variety of approaches exist for requests redirection [7]: client multiplexing, IP multi-
plexing, DNS indirection, HTTTP redirection and anycast. 

One of CDN’s advantages is the survivability it offers. Since data is replicated in 
different locations in the network, CDN can cope with failures of the network or Web 
servers. Even if one of the content servers becomes unreachable, other servers can 
provide necessary data to. Additionally, CDN reduces network flow what also im-
proves survivability of the network. If there are more resources of spare capacity in 
the network, the restoration process can be performed more effectively. 

In c-o networks an anycast demand consists of two connections: one from the cli-
ent to the server (upstream) and the second one in the opposite direction (down-
stream). Upstream connection is used to send user’s requests. Downstream connection 
carries requested data. 

To improve the survivability of an existing CDN we suggest two approaches [9]. 
The first one uses a backup content server. Each client is assigned to two content 
servers: the primary one, used in non-failure state of the network, and the backup one, 
that is applied when the primary server is unavailable due to network failure. In c-o 
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networks it is arranged in the following way. Each client has four routes assigned: two 
primary (downstream and upstream) between client and primary content server and 
two backup (downstream and upstream) between client and backup server. Both 
backup routes are activated after a failure of one of primary connections, because the 
client can be assigned to another content server and two routes (downstream and up-
stream) must be provisioned to the new server. This scenario can protect the network 
against network element (e.g. link, node) failure or replica failure.  

In the secondary approach, a client is assigned to the same replica. All four routes: 
primary downstream, primary upstream, backup downstream and backup upstream 
connect the same pair of nodes. If any of two primary routes is broken, it is switched 
to the backup route. There is no need to change the route of the second primary route 
if it is not failed. This scheme protects only against a failure of network element.  

3   Unified Approach to Network Survivability 

It has become increasingly evident that existing computer networks offer users two 
main kinds of services: 

• Access to popular content providing various types of information and data. Content 
servers can be organized in a Content Delivery Network, i.e. the same information 
is replicated in many locations. Users can be connected to any of available servers. 
Flow of these kinds of services is referred to as anycast flow. 

• One-to-one communication between individual users in the network modeled as 
unicast flow. 

Examples of the former type of services are: popular WWW sites, archives of elec-
tronic entertainment (MP3 files, movies), FTP, peer-to-peer applications, electronic 
libraries, software distribution. The latter kind of services is: Voice over IP, telecon-
ferences, exchanging of files, VPN, less popular WWW servers. 

The central idea of this work is to provide survivability to the consider network us-
ing jointly restoration mechanisms developed for c-o networks (ATM, MPLS) and 
special capabilities offered by CDNs. We propose to combine using the backup routes 
for protection or restoration of unicast traffic and backup content servers for protec-
tion or restoration of anycast traffic. In many existing network there is no need to 
protect all services. Some clients don’t require any network survivability, while others 
are willingly to pay extra for guarantees of data delivery in spite of failures. There-
fore, we introduce four classes of traffic: 

• Protected unicast (PU) – flow associated with communication between two indi-
vidual users protected by a backup route. 

• Unprotected unicast (UU) – flow associated with communication between two 
individual users not protected by a backup route.  

• Protected anycast (PA) – flow associated with communication between an indi-
vidual user and a content server protected by a connection to a backup server.  

• Unprotected anycast (UA) – flow associated with communication between an 
individual user and a content server without any protection. 
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4   Optimization Model of Survivable Unified Network 

According to our knowledge, the combinatorial optimization problems presented 
below have not received much attention in the literature. A unicast demand is defined 
by a following triple: origin node, destination node and bandwidth requirement. An 
anycast demand is defined by a following triple: client node, upstream bandwidth 
requirement and downstream bandwidth requirement. An anycast demand must select 
one of many content servers. Therefore, the destination node hosting a replica is not 
defined and must be found.  

We assume that estimated bandwidth requirements for all classes of demands are 
given. In order to solve the problem three kinds of variables must be determined: 
selection of content servers, primary routes and backup routes. Primary routes are 
selected to satisfy all demands. Sets containing proposals of primary and backup 
routes that conform selected rerouting strategy are given.  

We consider an existing facility network, i.e. location of content servers; link ca-
pacity and network topology are given. We assume that each anycast demand is di-
vided into two connections: upstream and downstream. Both connections associated 
with one anycast demand must be considered jointly, i.e. the destination node of 
downstream connection must be the same as the origin node of associated upstream 
connection and vice versa. Furthermore, both associated connections either must be 
restored using the same backup replica, or both connections are lost.  

To mathematically represent the problem, we introduce the following notations: 

V Set of |V| vertices representing the network nodes. 
A set of |A| arcs representing network directed links. 
R set of |R| CDN’s servers (replicas). Each server must be located in a network 

node. 

P set of |P| connections in the network. A connection can be of three types: uni-
cast, downstream anycast and upstream anycast. 

PCL set of |PCL| connections included in a particular class, CL={PU,UU,PA,UA}. 

iΠ  set of routes proposals for connection i; { })(,...,1: ilkk
ii =Π = π . For unicast 

connection set includes routes between origin and destination nodes of consid-
ered demand. Anycast connection set consists of routes between the client’s 
node and nodes that host a content server. 

Xr set of primary route selection variables k
ix , which are equal to one. Xr deter-

mines the unique set of currently selected primary routes 

k
imΠ  

set of backup routes of connection i using primary route k
iπ  after failure of arc 

m; { }),,(,...,1,0: mkilhkh
im

k
im =Π = π . Route 0k

imπ  is an “null” route. If 0k
imπ  is 

selected it means that connection i using the primary route k
iπ  is not restored 

after failure of arc m. 

Yr set of backup route selection variables kh
imy , which are equal to one. Yr deter-

mines the unique set of currently used backup routes. 
cj capacity of arc j. 
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Qi bandwidth requirement of connection i. 
δ(i) index of the connection associated with anycast connection i. If i is a down-

stream connection δ(i) must be an upstream connection and vice versa. 
k
ija  binary variable, which is 1 if arc j belongs the route k

iπ  and is 0 otherwise. 

kh
imjb  binary variable, which is 1 if arc j belongs the route kh

imπ  and is 0 otherwise. 

o(π) origin node of route π. 
d(π) destination node of route π. 

A function that represents the flow lost due to failure of link m is a follows 

++=
∈ Π∈∈ Π∈ PAPU

)),( )((00
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Function LFm(Xr,Yr) is a sum over all connections using arc m ( k
ima =1) and are not 

restored after a failure of this arc ( 0k
imy =1). If anycast connection i∈PPA is not restored 

we must also add bandwidth requirement of connection δ(i) associated with i, because 
if one of two anycast connections is broken and not restored, the second one is also 
removed from the network and lost.  

The objective function LF(Xr,Yr) is formulated as follows 

=
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We consider a single failure of any arc Am ∈ . Therefore, the function LF(Xr,Yr) is 
a sum of functions LFm(Xr,Yr) over all arcs. However, the objective function can in-
clude also other failure scenarios, e.g. multiple links failures. 
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Variable r denotes the index of sets Xr and Yr that include information on current 
primary routes (variables x) and backup routes (variables y). (4) is a definition of arc 
flow. Formula (5) defines flow of arc j released from the network after failure of m. 
This approach is called stub release [1]. We sum bandwidth requirements over con-

nections, which primary routes include: the failed arc ( k
im

k
i ax =1) and the considered 

arc j ( k
ija =1). Additionally, for each anycast connection i which is broken due to fail-

ure of m, we also remove from the network flow of connection δ (i) if primary route 
of δ (i) includes j. (6) shows the flow of arc j after a failure of m and network restora-
tion. The last term denotes the new flow on j allocated on backup routes. Condition 
(7) states that each connection can use only one primary route. Consequently, (8) 
denotes that for selected primary route of connection i we either can decide not to 
restore this connection or select only one backup route. Equation (9) guarantees that 
both connections associated with anycast demand are altogether either restored or 
lost. Condition (10) is a capacity constraint in non-failure network and (11) is a capac-
ity constraint after failure of link m and network restoration. Constraint (12) guaran-
tees that two primary routes associated with the same anycast demand connect the 
same pair of nodes. Analogously, (13) ensures that backup routes associated with the 
same anycast demand connect the same pair of nodes. Constraints (14-15) guarantees 
that decision variables are binary ones. 

Optimization model (3-15) can be applied to both restoration methods discussed in 
previous sections. The only difference is in sets of routes proposals for anycast con-
nection. If we use backup server method, sets of primary and backup routes should 
include paths to (upstream) and from (downstream) various nodes hosting replica 
servers. In the second restoration method, all backup routes of the same anycast de-
mand should be between the same pair of nodes as the primary route. 

The presented optimization model could be modified to embrace some other con-
straints. For instance we can optimize also location of replica servers by introducing 
for each network node a binary variable indicating whether or not the considered node 
hosts a server. In another possible extension we propose to assign to each demand a 
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priority as discussed in Section 4. Priorities could be included in the objective func-
tion of lost flow as a multiplication factor of bandwidth requirement to impose better 
restoration of high-valued demands. 

5   Simulation Study 

We now describe our simulation setup and scenarios. We run the experiments for 2, 3 
and 4 replica servers located in various nodes in the network. In total, 18 different 
servers’ locations are tested. For each anycast demand we select content server closest 
(in terms of the hop number) to the client’s node. If two or more servers are located in 
the same distance, we select a server with the highest capacity node calculated as a 
sum of capacity all arcs leaving the node in which the server is located. For assign-
ment of primary routes (two routes for each anycast demand and one route for each 
unicast demand) we use an algorithm for non-bifurcated flows proposed in [10].  

Next we simulate network failures. We assume a single failure of each arc, accord-
ing to [1] it is the most probable failure scenario. Upon each arc cut, all of the affected 
connections are identified. Next, all broken connections are sequentially processed 
using a greedy method in the following way. For each connection it is checked if a 
feasible backup route can be found. If such a route exists, the available capacity is 
updated and the next connection in the sequence gets its chance, and so on until all 
affected connections have had a chance to find a backup route. If there is not a feasi-
ble route, flow of the considered connection is lost. For unicast connections we sim-
ply sum all un-restored connections’ bandwidth requirements to obtain the lost flow. 
If one route of anycast connection is affected by the failure and the backup route can-
not be established we add to the lost flow bandwidth requirements of both: down-
stream and upstream connections associated with the same anycast demand. 
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Fig. 1. Topology of sample network 

The goal of the simulation study is to compare the performance of various surviv-
ability approaches for an example network topology and to study the impact of the 
unified approach on network restoration process in terms of the lost flow function. 
The network consists of 36 nodes and 144 directed links (Fig. 1). The bold lines rep-
resent links of size 96 units while other lines are links of size 48 units. The link ca-
pacities were chosen to model capacity ratio of OC-48 circuits. During simulations, 
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the link capacities were scaled by a factor 10 to enable establishing of many connec-
tions. In the experiment it is assumed that there is a full mesh of unicast demands. 
Thus, the total number of unicast demands is |V|(|V|-1)=1260 between each node pair. 
In one particular experiment the unicast bandwidth requirement (U_BR) for each 
demand is the same. We run simulation for the following values of U_BR={6, 7, 8, 9, 
10}. Additionally, there are 5 anycast demands for each node in the network. There-
fore, the total number of anycast demands is 5|V|=180. As above, anycast demands 
tested in one experiment have the same bandwidth requirement. Since, more data is 
received by clients then is sent to replicas, we make an assumption, that traffic be-
tween clients and replicas is asymmetric. Consequently, volume of downstream any-
cast connection is usually much higher than volume of upstream anycast connection. 
Therefore, we assume that upstream bandwidth is always set to 1. The following val-
ues of downstream anycast bandwidth requirement (A_BR) are tested 
A_BR={5,10,15,20,25,30,35,40}. We assume that all demands in the network are 
protected and have the same priority. Overall, for each tested location of replicas we 
simulate 5x8=40 various demands patterns. 

In the simulation we use two restoration approaches. In the approach A all de-
mands of type PU and PA are protected using the backup route method. Therefore, 
 

Table 1. The lost flow function for various scenarios, demand patterns and servers’ location 

Server  A_BR (Anycast Bandwidth Requirement) 
location U_BR 5 10 15 20 25 30 35 40 

A(5,9,23,30) 6 0 0 0 0 0 0 72 492 
B(5,9,23,30) 6 0 0 0 0 0 0 0 0 
A(5,23,30) 6 0 0 0 0 104 1395 2760 7603 
B(5,23,30) 6 0 0 0 0 0 279 1896 6250 

A(5,23) 6 0 0 144 378 1908 7980   
B(5,23) 6 0 0 0 0 192 2338   

A(5,9,23,30) 7 0 22 96 189 260 324 438 1252 
B(5,9,23,30) 7 0 0 0 0 0 14 42 63 
A(5,23,30) 7 0 0 16 84 624 2522 6580  
B(5,23,30) 7 0 0 0 0 286 2181 6076  

A(5,23) 7 78 297 512 2079 5873    
B(5,23) 7 0 0 0 903 2493    

A(5,9,23,30) 8 472 587 696 805 1232 1831 2856 4347 
B(5,9,23,30) 8 376 400 424 448 712 1056 1524 2010 
A(5,23,30) 8 456 556 656 924 2694 6474   
B(5,23,30) 8 336 336 336 483 2174 5699   

A(5,23) 8 816 1800 3688 6867     
B(5,23) 8 336 744 1880 4410     

A(5,9,23,30) 9 2544 3227 3865 4575 5395 6868   
B(5,9,23,30) 9 2412 2952 3465 4050 4693 5814   
A(5,23,30) 9 2322 2927 3574 5481 9698    
B(5,23,30) 9 2178 2652 3174 4956 8944    

A(5,23) 9 3894 5880       
B(5,23) 9 3330 4736       
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Table 2. The network flow various demand patterns and servers’ location 

Server  A_BR (Anycast Bandwidth Requirement) 
location U_BR 5 10 15 20 25 30 35 40 

(5,9,23,30) 6 27042 28191 29346 30033 31170 32319 33462 34581 
(5,23,30) 6 27390 28840 29900 31362 32830 34364 35989 37974 

(5,23) 6 27402 29244 31074 32916 34958 37428   

(5,9,23,30) 7 31058 32204 33322 34419 35558 36704 37878 39010 
(5,23,30) 7 31427 32870 34327 35826 37290 38719 40442  

(5,23) 7 31861 33640 35538 37464 39619    

(5,9,23,30) 8 35470 36619 37720 38853 40026 41143 42356 43529 
(5,23,30) 8 35828 37302 38728 40194 41652 43218   

(5,23) 8 36248 38088 40008 42072     

(5,9,23,30) 9 39996 41121 42156 43326 44517 45765   
(5,23,30) 9 40296 41746 43169 44619 46096    

(5,23) 9 40797 42660       

anycast flow is restored using the same replica server that is used for primary route. In 
the second approach, referred to as B, we apply the backup server method. 

In Table 1 we report the value of lost flow function for three servers locations: 
(5,9,23,30), (5,23,30) and (5,23). Both restoration approaches A and B are considered. 
Empty cells of the table indicate that for the particular demand pattern and servers’ 
location the algorithm cannot find a feasible solution. The experiment confirms that 
the unified approach proposed in the paper is more efficient then the traditional ap-
proach. The lost flow obtained for approach B is lower than for approach A. In some 
cases the difference is substantial. Analysis of results suggests that increasing the 
number of replica servers improves the lost flow function drastically. Moreover, if the 
number of servers grows, more demands with higher bandwidth requirements can be 
satisfied. The above analysis shows that applying the unified approach is reasonable 
and provides considerable reduction of lost flow. Another important observation is 
that when the proportion of the anycast flow in the overall network flow increases, 
adding new replicas improves the network survivability more robustly. It is in har-
mony with our understanding of the unified approach. Using the backup content 
server approach can improve the network survivability proportionally to the ratio of 
the anycast traffic to the whole traffic in the network. 

Applying caching influences the network survivability also indirectly. When users 
can access the data in caches located nearby, the overall network flow decreases. 
Hence, more spare capacity is left for restoration of failed connections. In Table 2 we 
present the network flow allocated by the algorithm for the same cases as in Table 1. 
It is obvious that locating new replicas reduces the network flow. However, the reduc-
tion is not substantial. Comparing Table 1 against Table 2 we see that relatively small 
decrease in network flow can yield significant reduction of the lost flow for both 
tested approaches. This follows from the backup content server method. The second 
observation is that, as above, when the proportion of the anycast flow in the overall 
network flow increases, adding new replicas reduces the network flow more signifi-
cantly than for other cases. 
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6   Conclusion 

In this paper, we have studied the performance improvements as the survivability 
mechanisms of c-o networks and restoration capabilities of CDNs are used in coop-
eration in one network. We have presented and discussed basic restoration methods 
used for unicast flow (ATM, MPLS) and anycast flow (CDNs). We have formulated a 
new optimization problem of providing survivability in a unified method. This prob-
lem is NP-complete. The objective condition is the function of lost flow due to a fail-
ure of a single link. Using this optimization model new algorithms can be developed. 
Although our goal in this paper is biased towards the c-o techniques, we believe that 
the results should be generally applicable to different network techniques and restora-
tion methods. We have provided a numerical example to illustrate the proposed ap-
proach. Simulations have provided positive results to show that using the unified 
survivability approach is indeed useful. In future work we plan to develop new heuris-
tics and also an exact algorithm solving the presented optimization problem. Next, we 
want to make extensive test in order to evaluate presented approach. 
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Abstract. The stream control transmission protocol (SCTP) is a new transport 
protocol, which provides multi-streaming and multi-homing features. Espe-
cially, recent SCTP extensions with dynamic address reconfiguration supports 
transport layer mobility. We address web agent framework supporting seamless 
transport layer mobility in the wired and wireless environment. Our proposed 
framework for mobile web agent deploys SCTP with dynamic address recon-
figuration. Mean response time is an important performance measure of web 
agents. Our simulation results show that our SCTP based framework reduces 
the mean response time of a typical transmission control protocol (TCP) based 
framework remarkably. 

1   Introduction 

Hyper text transfer protocol (HTTP) is an application protocol used by the web agent 
to retrieve objects in the Internet. Since HTTP is a connection-oriented protocol, it 
currently uses transmission control protocol (TCP) as the transport protocol. HTTP/1.0 
does not provide the means to request multiple objects, thus, we must establish a new 
TCP connection for retrieving each object from the server. This protocol is particularly 
inefficient because it requires two extra round trip times (RTT) in setting up a new 
TCP connection between the client and the server. HTTP/1.1 can reduce the extra setup 
time with persistent connections. Furthermore, it allows the client to send all requests 
simultaneously by using pipelining. However, even though we use any other enhanced 
HTTP versions including HTTP/1.1, there is a mismatch between the requirements of 
HTTP and the functionality provided by TCP. When multiple embedded objects are 
being transferred using HTTP, it is desired that each object should be reliably trans-
ferred in the aspect of TCP. However, ordered delivery of these objects is not a re-
quirement in HTTP. Instead, it is more important to reduce the perceived latency of 
user. In fact, most users are only concerned about the quick response time. 

The Stream Control Transmission Protocol (SCTP) [1] has been proposed by IETF 
to overcome deficiencies of TCP such as performance degradation, head-of-line 
(HOL) blocking, and unsupported mobility. The performance degradation problem is 
alleviated in SCTP by incorporating the enhanced features of TCP congestion control 



14 Y.-J. Lee, H.-S. Ham, and M. Atiquzzaman 

 

schemes. For example, fast retransmit algorithm, based on selective acknowledge-
ment (SACK), is deployed. This scheme speeds up loss detection and increases the 
bandwidth utilization [2]. The use of SACK is mandatory in SCTP as compared with 
TCP. To overcome the HOL blocking problem of TCP, we can make use of SCTP’s 
multi-streaming feature to speed up the transfer of web objects. If one object is lost 
during the transfer, the others can be delivered to the web agent at the upper layer 
while the lost object is being retransmitted from the web server. This results in a bet-
ter response time to users with only one SCTP association for a particular HTML 
page. Finally, to deal with the unsupported mobility problem of TCP, we utilize the 
extended SCTP multi-homing feature. SCTP multi-homing allows a single SCTP 
endpoint to support multiple IP addresses. In its current form, multi-homing support 
of SCTP is only for redundancy. The extended SCTP multi-homing feature (called 
dynamic IP address reconfiguration [3]) is capable of supporting transport layer mo-
bility. This feature provides a mechanism that allows an SCTP endpoint to dynami-
cally add and delete IP addresses during the lifetime of an SCTP association. Mobile 
SCTP [4] and transport layer seamless handover (SIGMA) [5,6] are schemes to utilize 
the dynamic IP address reconfiguration. These schemes do not require any modifica-
tion to the IP structure.   

While SCTP can solve several deficiencies of TCP, it does not provide the location 
management function that Mobile IP supports intrinsically. Hence, location manage-
ment in SCTP is performed with the help of the domain name server (DNS) in the 
application layer [5] or the mobile IP in the network layer [4]. However, the scheme 
to use DNS can cause scalability problem; on the other hand, the scheme used in 
mobile IP can result in complexity and inefficiency in the network. In this paper, we 
consider a web agent that always initiates the connection setup to web server. Thus, 
we do not consider the location management problem.  

We propose a web agent framework using SCTP with the dynamic IP address re-
configuration. The most important performance measure in web environment is the 
mean response time between HTTP requests and replies. To compare the performance 
of the proposed framework and a typical TCP based framework, we have carried out 
the simulation on our experimental testbed. Results show that our framework’s mean 
response time is less than the TCP based framework by more than ten percents.  

The main contribution of this paper are: (i) proposing an architecture for the mo-
bile web agent framework, (ii) description of functions of the managers in the web 
agent framework, and (iii) demonstration of performance enhancement of the sug-
gested SCTP based framework over the typical TCP based framework.  

The rest of the paper is organized as follows. We begin by describing the suggested 
framework for web agent in Section 2. Section 3 compares mean response time of 
TCP based framework with that of SCTP based framework. Section 4 discusses the 
performance evaluation, and Section 5 concludes the paper. 

2   Mobile Web Agent Framework Based on SCTP 

We present the framework for the mobile web agent in Fig. 1. The framework is 
mainly composed of the mobility support manager and the data manager. Components 
of the mobility support manager are movement detector and handover manager. Data 
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Fig. 1. Mobile web agent framework 

manager includes event handler, transmission control block (TCB), and common 
database. Event handler passes events occurred in mobility support manager to appli-
cation via TCB. Common database and TCB maintain information related with the 
current association and mobility support. 

2.1   Data Manager 

Data manager defines necessary parameters for the protocol implementation. Com-
mon database is necessary for SCTP instance as follows: (i) Data consumer list re-
lated with the currently connected association. Data consumer means process identifi-
cation information, such as file descriptor, pipe pointer, and table pointer. (ii) Secret 
key for the security of end-user. (iii) Address list indicating end points. (iv) Port num-
ber indicating the bound port number of end point.  

Some important parameters are stored in TCB per association as follows: (i) Peer 
verification tag indicating the authentication value of the corresponding node (ii) My 
verification tag indicating the authentication value of local node (iii) State indicating 
the current status of SCTP such as the connection complete, shutdown, and stop (iv) 
Peer transport address list indicating the transport address list of the corresponding 
node (v) Local transport address list indicating the local IP address list (vi) Primary 
path indicating the primary destination address of the corresponding node.     
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2.2   Mobility Support Manager 

Mobility support manager deals with the seamless transport mobility of web agent 
using the SCTP address configuration change (ASCONF) extension [6]. ASCONF 
extension defines the new IP address insertion (add_ip_address), the old IP address 
deletion (delete_ip_address), and primary IP address change (set_primary_address) 
chunks. According to the receipt of the above chunks, data manager changes the peer 
transport address list, local transport address list, and primary address stored in the 
TCB dynamically. 

Generally, the mobility support functions in the wireless mobile network include 
movement detection, handover management, and location management. Movement 
detection is a function of mobile node (MN) to identify and trace its own location 
change. Location management is a function of correspondent node (CN) to trace the 
current location of MN in order to initiate the connection establishment with MN. 
Handover management is function of both MN and CN to provide the roaming MN 
with the seamless handover.  

In this paper, we consider the web environment, where MN (web agent) always 
initiates connection setup to CN (web server). Thus, CN does not need location man-
agement. Nevertheless, if the location management function is necessary, we can add 
it into the mobility support manager in Fig. 1. Mobility support procedure is depicted 
in Fig. 2. 
 
(1) Movement detector 
Initially, mobile web agent hears router advertisement (RA) from old access router 
(AR), and finds the network prefix included in RA (1, Fig. 2). Web agent acquires its 
own IP address by using stateless auto-configuration of IPv6 based on the network 
prefix (when using IPv6) or inquiring to dynamic host configuration protocol 
(DHCPv4/v6) server (when using IPv4/IPv6). Web agent and web server establish the 
association by exchanging IP address. At this time, each end point specifies the primary 
IP address on which data is sent (2, Fig. 2). Information related with the association is 
recorded in each TCB of web agent and web server, followed by exchange of data.  

The web agent, while communicating with the web server, moves from the cover-
age of old AR to the overlapped region which is covered by both old AR and new 
AR. Web agent hears new router prefix from new AR (3, Fig. 2), and detects its 
movement into new network by comparing its current network prefix (1, Fig. 2) with 
new network prefix (3, Fig. 2). If web agent uses IPv6, it can itself configure new IP 
address using stateless auto-configuration based on the network prefix. Otherwise, it 
can acquire a new IP address from the DHCPv4/v6 server (4, Fig. 2), which increases 
the required signaling time. Anyway, newly obtained IP address is bound on the local 
transport address list in the TCB of web agent (5, Fig. 2). These events are delivered 
to the application via event handler.  
 
(2) Handover manager 
After binding the new IP address on TCB, web agent informs the web server that it 
will use the new IP address by sending ASCONF add_ip_address (6, Fig. 2). Web 
server modifies its own TCB by adding the received new IP address of web agent and 
replies to the web agent by an ASCONF add_ip_ack (7, Fig. 2). At this time, web 
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agent becomes multi-homed, and is thus reachable by two different networks. It can 
receive data on both old and new IP addresses. Consequently, if there is a physical 
problem with the path related to the primary address, the new IP address can be used 
as an alternate address.  

As web agent leaves the overlapped region and enters the coverage of new AR, it 
experiences more packet loss on the primary path. If the amount of received packets 
on new IP address is greater than on the primary IP address, web agent sends out the 
ASCONF set_primary chuck to web server. This makes the web server to use the new 
IP address as primary address for data communications (8, Fig. 2). Web server replies 
to the ASCONF set_primary_ack chunk to web agent (9, Fig. 2).   

As the web agent continues to move into the core coverage of new AR, the previ-
ous primary IP address becomes obsolete. Web agent sends out the ASCONF de-
lete_IP chuck to web server, which eliminates the previous primary IP address (10, 
Fig. 2). The reason to delete the obsolete IP address is as the follows: We assume that 
the newly set primary path is broken in the coverage of new AR. If we did not delete 
the previous primary IP address in the binding list, it might become an alternate path. 
Thus, the data from web server may be redirected to the alternate path. However, the 
previous primary IP address cannot receive any data in the coverage of new AR. As a 
result, there exists the unnecessary traffic in the network. Handover is completed by 
the web server when responding by ASCONF delete_ip_ack to web agent (11, Fig. 2). 
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DHCP
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Fig. 2. Mobility support procedure of web agent 
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3   Mean Response Time for TCP and SCTP Based Framework 

In this section, we describe TCP based framework and the SCTP based framework. 
We use HTTP 1.1 on both frameworks (HTTP hereafter refers to HTTP 1.1).  

3.1   Mean Response Time for TCP Based Framework 

In the TCP based framework, timeline of web agent using pipelining is depicted in 
Fig. 3 (a). Response time is defined as the time taken between the initial request from 
the client to the server, and the completion of the response from the server to the  
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Fig. 3. Timeline of web agent in TCP and SCTP based frameworks 

 
 

Procedure web agent for TCP based framework 
Variable M: the number of objects imbedded in the HTML file 

t_start: start time of response time 
t_stop: finish time of response time 
response_time: total response time 

Begin 
Create socket interface and open connection to web server; 
Start timer(t_start 
Send HTTP request for HTML file to web server; 
begin 

Wait for all the threads to be created are terminated; 
for all k such that k=1,2,..,M do 

Create thread to send HTTP request for object 
and receive reply to and from web server 

end for 
end 
Stop timer(t_stop); 
Set response_ time = t_stop – t_start; 

End 
  

Fig. 4. Web agent for TCP based framework 
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client. After 3-way-handshake, client receives the HTML file with M embedded ob-
jects. Then, the client that supports persistent connections and pipelines sends its 
requests. That is, the client sends M requests simultaneously using pipelining. A 
server sends its responses to those requests in the same order that the requests were 
received.  

In order to compare TCP based framework with SCTP based framework fairly, we 
have to use the same test environment such as operating systems, hardware, and  
programming language. Thus, we use the same approach for TCP based framework 
and SCTP based framework. Web agent for TCP based framework is represented in 
Fig. 4: we simulate the pipelining using M threads that send its own request  
simultaneously. Meanwhile, client receives HTTP reply sequentially from the server.  

3.2  Mean Response Time for SCTP Based Framework  

In the SCTP based framework, the initialization of a SCTP association is completed 
after the exchange of four messages. The passive side of the association does not 
allocate resources for the association until the third of these messages has arrived and 
been validated. Last two messages of the four-way handshake can already carry user 
data. With this piggybacking, SCTP has the same connection-establishment delay as 
TCP, namely one round trip time. Since SCTP has multi-streaming feature, it avoids 
the head-of-line blocking. Furthermore, SCTP does not limit maximum number of 
objects for pipelining. We depicted the timeline of web agent for SCTP based frame-
work in the Fig. 3 (b).  

 
Procedure web agent for SCTP based framework 
Variable  M: the number of objects imbedded in the HTML file 

              t_start: start time of response 
t_stop: finish time of response time 
response_time: total response time 

Begin 
Create socket interface and open connection to web server; 
Start timer(t_start); 
Send HTTP request for HTML file to web server; 
Fork the current process; 
If the process is parent for sending 

begin  
Wait for all the threads to be created are terminated; 
for all k such that k=1,2,..,M do 

     Create thread to send HTTP request for object  
to web server 

end for 
end 

else if the process is client for receiving  
begin  

Wait for all the threads to be created are terminated; 
for all k such that k=1,2,..,M do 

 Create thread to receive HTTP reply for object  
from web server; 

end for 
end 

end 
Stop timer(t_stop); 
Set response_ time = t_stop – t_start; 

End 

  

Fig. 5. Web agent for SCTP based framework 



20 Y.-J. Lee, H.-S. Ham, and M. Atiquzzaman 

 

Web agent for SCTP based framework is shown in Fig. 5: we first fork two proc-
esses- parent and child. In the parent process, M threads simulate the pipelining for 
sending M HTTP requests for objects to web server. In the child process, M threads 
simulate the multi-streaming for receiving M HTTP replies from web server. To 
summarize, main difference between TCP based framework and SCTP based frame-
work is that SCTP can receive multiple objects in parallel by using its own multi-
streaming feature.  

4   Performance Evaluation 

4.1   Experimental Setup 

In this section, we compare the performance of web agents for TCP based frame-
work with SCTP based framework in terms of mean response time. For this experi-
ment, we wrote two Linux C server programs which simulate HTTP over TCP and 
SCTP server, respectively. We also wrote two Linux C client programs according to 
procedures which are presented in Figs. 4 and 5 to simulate pipelining and multi-
streaming, respectively. The main reason for the simulated HTTP server and client 
using our own program is due to the lack of adequate support of SCTP by current 
HTTP client/server. To simulate TCP based framework, each web agent sends  
requests for M objects. In response, the TCP server sends the requested M objects to 
the web agent sequentially using one TCP connection. On the other hand, SCTP 
server sends M objects in different streams on a single SCTP association. Table 1 
shows the host and network configurations of the testbed. We used the CISCO-7102 
router to control the bandwidth between web agent and web server. We measured 
the response time using t_start() and t_stop() system calls defined in timval  
structure of Unix system.  

Table 1. Host and network configuration of testbed  

Node hardware software Operating system network 

Web 
Server 

CPU: Intel Pentium-4/1.7 
GHz, RAM: 512 MB 
NIC: 3 Com PCI 
3cDSOHIO 100-TX 

TCP /SCTP 
server 
program 

Fedora Core 2 
Linux Kernel 2.6.5-1 

210.93.87.0 

Web 
Agent 

CPU: Intel Pentium-4/1.7 
GHz, RAM: 512 MB 
NIC: 3 Com PCI  
3cDSOHIO 100-TX 

TCP /SCTP 
client 
program 

Fedora Core 2 
Linux Kernel 2.6.5-1 

210.93.83.0 

Router Cisco-7102  IOS  

 

Table 2 represents test parameters used for our experiment. For example, to inves-
tigate the multi-streaming effect of SCTP over TCP according to the object size (O), 
we used 8 KB, 10 KB, and 13.5 KB. In this case, the number of objects (M) and 
bandwidth (bw) are 10 and 2 Mbps, respectively. 
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Table 2. Test parameters for the experiment 
 

test 
parameters 

object size 
(KB) 

number of 
objects 

bandwidth 
(Mbps) 

round trip time 
(ms) 

object size (O) 
number of objects (M) 
Bandwidth (bw) 
round trip time (RTT) 

8, 10, 13.5 
13.5 
13.5 
13.5 

10 
3, 5, 10 

10 
10 

2 
2 

0.064, 2, 8 
2 

- 
- 
- 

55, 80, 256 

4.2   Experiment Result  

Fig. 6 ~ Fig. 9 shows mean response times corresponding to test parameters in Table 2. 
Mean response times are computed for 50 trials at each test parameter for TCP based 
framework and SCTP based framework, respectively.  Fig. 6 shows that the mean 
response time is directly proportional to the object size. This is due that the transfer 
time is increased in proportional to the file size. In Fig. 7, the difference of mean re-
sponse time between TCP based web agent and SCTP based web agent is increased as 
the number of objects becomes larger. This means that large number of objects in 
SCTP based framework can reduce the mean response time of TCP based framework. 
Fig. 8 shows that the mean response time is inversely proportional to the bandwidth. It 
is natural that larger bandwidth decreases total transfer time, which reduces the mean 
response time. In Fig. 9, we found that the increase rate of the mean response time in 
TCP based framework is about 100 % between 55 ms and 256 ms, meanwhile, which 
in SCTP based framework is only 30 %. Since TCP can not utilize the multi-streaming 
feature, all objects experience large RTT. On the other hand, multiple objects in SCTP 
based framework experience only one RTT. Thus, as the number of objects and RTT 
are increased, the performance benefit of SCTP over TCP will be increased.  

Mean Response T ime for object  size
(M=10, BW=2 Mbps, RTT=0)
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Fig. 6. Mean response time for object size Fig. 7. Mean response time for number of 

objects 
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Fig. 8. Mean response time for bandwidth Fig. 9. Mean response time for round trip 

time 

5   Conclusions 

In this paper, we have proposed and evaluated a stream control transport protocol 
based web agent framework. We have also investigated and described important char-
acteristics and functions necessary to implement the web agent to support seamless 
mobility. To compare the performance of our SCTP based framework with typical 
TCP based framework, we have carried out experiment in testbed. Results show that 
our web agent framework can reduce the mean response time over a typical TCP 
based framework remarkably. Future extension of this work includes performance 
evaluation in a real wireless mobile environment. 
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Abstract. Mobile communication is playing an increasing role in our
lives. Mobile users expect similar kinds of applications to static ones.
Multicast not only brings attractive applications, but also has the benefit
of saving scarce bandwidth in wireless environment. In order to achieve
efficient multicast in mobile networks, we propose an agent-based scheme
called Mobile Multicast with Fast Handoff and Hierarchical Architecture
(FHMM). This scheme introduces two kinds of agents: Multicast Agent
(MA) and Domain Multicast Agent (DMA). Through the cooperation
between MAs in adjacent networks, FHMM accomplishes fast multicast
handoff. And through the use of DMA, FHMM achieves a hierarchical
mobile multicast architecture which can isolate the local movement from
outside and improve the stability of the main multicast delivery tree.
The simulation results show that FHMM is effective with low packet
loss rate, high multicast packet delivery efficiency and little multicast
maintenance overhead.

1 Introduction

“Anywhere and anytime access to the Internet” fuels the requirement of more
applications supporting mobile environment. In the mean time, mobile network
often comes with the wireless infrastructure, so the scarce bandwidth becomes
the main drawback and baffles the use of many applications. Since multicast can
efficiently deal with multi-destinations delivery, it can not only bring attractive
applications, but also give the benefit of network bandwidth saving and releasing
the burden of replications from the source. It will be fruitful to bring these two
together, especially in the next generation IP networks.
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Providing multicast support for mobile nodes [1, 2, 3, 4, 5] is challenging be-
cause the protocol must deal not only with dynamic group membership but also
with dynamic member location. It causes many new problems [6,7], such as rout-
ing inefficiency, multicast group state and delivery tree maintenance overhead,
handoff latency and packets loss. The current multicast protocols of the Inter-
net are developed implicitly for static members and do not consider the extra
requirements to support mobile nodes. Every time a member changes its loca-
tion, the reconstruction of the multicast delivery tree will involve extreme over-
head, while leaving the multicast delivery tree unchanged will result in inefficient
sometimes incorrect delivery path. Mobile IP [8] and Mobile IPv6 [9], proposed
standards by the IETF, provide two approaches to support mobile multicast,
i.e., bi-directional tunneling (MIP-BT) and remote subscription (MIP-RS). But
both of them have severe drawbacks, such as routing inefficiency, tremendous
protocol overhead, etc, and can not solve the mobile multicast problems well.

In this paper, we propose a new agent-based scheme called FHMM (Mobile
Multicast with Fast Handoff and Hierarchical Architecture). It based on the
MIP-RS and solved its main drawbacks. There are two kinds of agents in this
scheme: Multicast Agent (MA) and Domain Multicast Agent (DMA). Through
the uses of these two kinds of agents, FHMM achieves a hierarchical mobile
multicast architecture which can shield the local movement from outside and ef-
ficiently reduce the change of the main multicast delivery tree and decrease the
multicast protocol overhead related to handoff. In addition, FHMM introduces
a fast multicast handoff technology through which the MA of expected foreign
networks can be notified to join the multicast group in advance, and then both
the handoff latency and the packet loss rate can be reduced. We have verified our
argument through the simulation and the results show that our scheme has an
improved performance over other existing protocols. What’s more, the fast mul-
ticast handoff technology is used in both intra-domain and inter-domain handoff
procedure that makes FHMM being a global solution for mobile multicast.

The rest of the paper is organized as follows. In section 2 we introduce the
background of fast handoff for Mobile IPv6 and the existing mobile multicast
protocols. Section 3 describes FHMM scheme in detail. Section 4 presents our
experiments using OMNet++ [10] and result analysis. Finally, we conclude this
paper and introduce future works.

2 Background and Previous Works

2.1 Fast Handoffs for Mobile IPv6

Mobile IPv6 handoff procedure includes movement detection, IP address config-
uration, and location update, which is often sufficient to affect realtime applica-
tions. Fast Handovers for Mobile IPv6 (FMIP6) [11] proposes a way to reduce the
handoff latency. It enables a mobile node (MN) to quickly detect its movement
to a new network and configure a new CoA (NCoA) when the MN is still con-
nected to its current network. Hence, the latency due to movement detection,
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MN
move

L2 triggers

(1) RtSolPr

(2) PrRtAdv

PAR NAR

(3) FBU

(4) HI

(5) HAck

(6) FBack
(8

) F
NA

(7) forward packets

(6) FBack

Fig. 1. The operation of FMIP6

new prefix discovery and new address configuration is reduced. And a tunnel
mechanism is used to reduce packet loss.

The operation of FMIP6 is shown in Fig 1. FMIP6 begins when MN discovers
the connection to a new Access Router (NAR) by the reception of a link-layer
specific event. Then MN sends a Router Solicitation for Proxy Advertisement
(RtSolPr) message to its current AR, also called previous AR (PAR), to acquire
the network layer information of NAR. PAR responds with a Proxy Router
Advertisement (PrRtAdv) message. Then MN constructs a prospective NCoA
and sends a Fast Binding Update (FBU) message to PAR. PAR relays NCoA
information in a Handover Initiate (HI) message and sends it to NAR. NAR
replies with a Handover Acknowledge (HAck) message to notify the usefulness of
NCoA or to provide another address for MN when the NCoA is not acceptable.
PAR relays the operation results to MN using a message called Fast Binding
Acknowledgment (FBack). At this time, a tunnel between PAR and NAR is
established and PAR begins to tunnel packets to MN’s NCoA.

As soon as the MN is handoff to NAR, it sends a Fast Neighbor Advertisement
(FNA) message to announce its attachment, which enables MN to immediately
receive packets from NAR while MN is still in binding procedure.

2.2 Mobile Multicast Protocols

MIP-BT and MIP-RS proposed by Mobile IPv6 provide basic multicast support
for mobile nodes. But they can’t well address the new problems arising from
extending multicast to mobile nodes. In MIP-BT, MN subscribes to multicast
group through its home agent (HA), and uses the bi-directional tunnel between
them to receive multicast packets. In this manner, there is no need to update
multicast group state and multicast delivery tree after MN’s handoff, so there
is no multicast maintenance overhead. But MN’s multicast delivery path of is
far from optimal, and routing inefficiency and bandwidth wasting become the
main drawbacks. In addition, the HA should replicate and deliver packets to all
its MNs through those tunnels, and this kind of burden will increase with the
number of MNs that it services. Sometimes the HA may become an error point.
To some extent, the multicast is degraded to unicast.
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In MIP-RS, MN always re-subscribes to the multicast group when it changes
the attachment to a new access network. MN does this re-subscription using its
NCoA through the local multicast router just like the static one in the local
network. Obviously, the multicast packets are delivered on the shortest paths.
This is the main advantage of this approach. But both of the multicast delivery
tree and the multicast group membership should be updated after the handoff
occurs, which would cause network overhead and computation overhead. The
re-subscription behavior also causes long join and graft latency when there are
no other group members in the newly visited network.

MobiCast [1] is a protocol aiming to provide multicast to mobile nodes in an
internetwork environment with small wireless cells. It uses a hierarchical mobility
management approach. Each domain has a Domain Foreign Agent (DFA), and
it subscribes to the multicast group on behalf of the MNs in its domain. For
every multicast group, DFA provides a unique translated multicast address in
the domain. Multicast packets are at first delivered to DFA, and then DFA
changes the group address to the translated multicast address. The Base Station
(BS) in the domain subscribes to the translated multicast group, and forwards
packets of the group to the MN after re-translating them into original multicast
group. In order to achieve fast handoff within the domain, as soon as the MN
has subscribed to the multicast group, its affiliated BS will inform the physically
adjacent BSs to join the corresponding translated multicast group and buffer
multicast packets. These BSs form a virtual domain called Dynamic Virtual
Macro-cells (DVM). By the use of DFA, MobiCast hides the MN’s movement
from outside, and avoids the update of main multicast delivery tree. The other
advantages are the reduced handoff latency and packets loss. But because a
mass of unnecessary multicast packets are forwarded to adjacent BSs while there
is no group members, the main drawback of MobiCast would be bandwidth
waste, which is critical for mobile environment. What’s more, every time the
mobile handoff occurs, it will cause several BSs to join the multicast group while
others to leave and this will result in significant multicast protocol cost. Finally,
MobiCast does not give the inter-domain handoff mechanism.

Most of the other solutions attempt to solve some drawbacks of MIP-BT or
MIP-RS, or combine the advantages of them in order to provide better perfor-
mance, such as MoM [2], RBMoM [5], MMA [3], and MMROP [4]. But none of
them provides a global architecture and must be investigated further [6, 7].

3 Proposed Scheme

3.1 Overview

FHMM bases on MIP-RS approach because it maintains most of the merits
of multicast. There are two main drawbacks of MIP-RS, one is the multicast
maintain overhead and tree stability problem caused by handoff, and the other is
long handoff latency and high packet loss rate. FHMM solves these two problems
well through the use of hierarchical mobile management architecture and fast
multicast handoff technology respectively, and achieves visible performance.
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The basic FMIP6 protocol only focuses on the unicast data delivery, and can’t
facilitate multicast performance during handoff. If the newly visited network has
no other group members, protocols based on MIP-RS are facing with additional
handoff latency - waiting for the newly visited network to join the multicast
group. FHMM extends the capability of AR in FMIP6 and achieves fast multicast
handoff. We call this kind of extended AR as Multicast Agent (MA). MA is
responsible for providing multicast service to mobile nodes in the access network.
The improved multicast handoff performance can be seen in simulation result of
section 4.

FHMM achieves hierarchical mobile management through the use of Domain
Multicast Agent (DMA). There is no restriction on DMA excepting being a
multicast router. Administrators can divide and manage sub networks conve-
niently. FHMM uses a translated multicast group technology which is similar to
MobiCast in the domain, but the former has some advantages over the latter:

First, in order to achieve fast handoff, MobiCast requires all the BSs within
the DVM of the MN’s affiliated BS to join the multicast group and buffer mul-
ticast packets. As we can see in section 4, this requirement would result in
poor multicast packet delivery efficiency and high multicast maintain overhead.
FHMM decreases this kind of additional cost yet still achieves satisfied handoff
performance by using fast multicast handoff technology.

Second, when MN moves between domains, MobiCast just directly uses either
MIP-BT or MIP-RS approach. The drawbacks within these two approaches will
still exist. In FHMM, the fast multicast handoff technology is also used in inter-
domain with which is superior to MobiCast. We believe this method can well fit
the situation, because the inter-domain handoff will not occur frequently.

3.2 Hierarchical Structure

In our hierarchical mobile structure, DMA manages multicast within its do-
main. Multicast group subscription and multicast packets delivering related to
MN should both be done through the DMA. This requires DMA to be the
root of the multicast delivery tree in the domain, and we satisfy it by using
the translated multicast group technology. DMA subscribes to multicast groups
which MN interests in, for example (*,G)1 , and creates a unique translated
multicast group in the domain, such as (DMA,G’). MAs and other multicast
routers in the domain should join group (DMA,G’), not group (*,G), and thus
the translated multicast delivery tree with the root of DMA is built. The pair
of multicast group addresses, (*,G)<->(DMA,G’), forms the Domain Translate
Multicast Group (DTMG) table.

In FHMM, DMA uses a message named as DMAUdp to multicast new DTMG
entry to all the MAs within its domain. DMA also uses DMAUdp message to
advertise its presence periodically.

1 Multicast group address can be either (*,G) or (S,G), we uniformly use (*,G) for
convenient.
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When MN moves within the domain, only the translated multicast delivery
tree need to be updated, so there is no influence on the main multicast delivery
tree, and the multicast protocol overhead can be reduced too.

3.3 Multicast Group Joining Procedure

The multicast group joining procedure of MN is shown in Fig 2(a). Normally,
MN sends a MLD [12] message to its current MA to subscribe to a multicast
group, e.g. (*,G). The MA searches its DTMG table at first. If there is an entry
for (*,G), then the only thing needs to be done is to join the corresponding
translated multicast group, and the joining procedure ends. Otherwise, the MA
relays the subscription to DMA through a message named as DMAReq. Upon
receiving DMAReq message, DMA subscribes to the requested multicast group
(*,G), creates a translated multicast group (DMA,G’), and multicasts this new
DTMG entry within the domain. In response, all the MAs in the domain update
their DTMG table and those interested in this multicast group will subscribe to
the translated multicast group. Then the whole joining procedure finishes, and
MN can begin to receive multicast packets.

Multicast new 
DTMG entry in 
DMAUdp to all 
the MAs within 
the domain

Join translated 
multicast group

MN MA DMA

MLD

OR Send DMAReq 
to DMA

Join translated 
multicast group if 
exist

Join multicast 
group

(a) Joining multicast group proce-
dure

Acts just like 
receiving a 
MLD in 
figure 2

MN current MA expectant MA

RtSolRr

PrRtAdv

FBU(with multicast 
group option)

HI(with multicast 
roup option)

HAck
FBack

FNA(with multicast group option)

Handoff to expected MA

(b) Fast multicast handoff proce-
dure

Fig. 2. Operation details of FHMM

3.4 Multicast Packets Transmitting

The process of transmitting multicast packets is as follows: The packets of group
(*,G) sent by the source travel along the main multicast tree and reach DMA
firstly. Then DMA translates them into group (DMA,G’) and multicasts them
in the domain using translated multicast tree. When these translated packets
reach the MA which MN attaches to, they will be re-translated back to (*,G),
and forwarded to MN in the end. So the multicast group joining procedure and
multicast packets receiving manner of MN remain no change. This is one of the
advantages of FHMM.

3.5 Handoff Procedure

Multicast handoff in FHMM is fast and efficient. FHMM introduces a new option,
multicast group option, to the basic FMIP6. Through the exchange of this option,
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expectant MA of new access network can join the dedicated multicast group in
advance which helps MN to receive multicast packets more quickly after handoff.

MN starts fast multicast handoff procedure as soon as it discovers the avail-
ability of a new access network by some link-specific methods when it is still
connected to its current network. AS shown in Fig 2(b), the procedure begins
with the exchange of RtSolPr and PrRtAdv messages. The operation of this
phase remains the same as FMIP6. In the next phase, FHMM modifies FMIP6
by adding the multicast group option to the FBU message. This option includes
the information of multicast group that MN has subscribed to. Then MN’s cur-
rent MA extracts the option and adds it to the HI message destined to expectant
MA. The extended HI message notifies expectant MA to join the multicast group
in advance. The expectant MA treats every multicast group option as a joining
request and acts just like receiving a MLD message as shown in Fig 2(a). When
the MN is disconnected from the previous network and moves to the new ac-
cess network, it uses FNA message to quickly announce its attachment to the
expectant MA. For robustness, FNA message also includes the multicast group
option. Hence, for case that MN moves so fast and has no time to send FBU
message during handoff, the expectant MA can still be quickly notified to join
the multicast group.

The fast multicast handoff mechanism is used in both intra-domain hand-
off and inter-domain handoff. For the intra-domain handoff, the expectant MA
can find the requested multicast group in its DTMG table, and then join the
corresponding translated multicast group. The fast multicast handoff procedure
ends. If the expectant MA can’t find the requested entry, it can be concluded
that the handoff occurs between domains and then the DMAReq message is sent
to DMA. The remaining procedure is the same to Fig 2(a).

Comparing with MobiCast protocol which requires all adjacent BSs to join
multicast group, FHMM only asks MAs with high probability to join. This results
in significant performance improvement and reduced multicast cost. Moreover,
FHMM achieves fast multicast handoff through the manner of piggyback which
further reduces multicast protocol overhead.

4 Performance Evaluation

4.1 Network Model and Methodology

FHMM is compared with MobiCast, MIP-RS, and MIP-BT in terms of packet
losses, multicast packet delivery efficiency and multicast tree maintenance over-
head by changing the parameters of multicast group size (from 5 to 80) and
mobile node’s maximal speed (from 5 to 30 m/s).

The topology in our simulation is a 10*10 mesh network in which each node
acts as a multicast router of local network and also a MA for MN. The distance
between two nearby MAs is 100 meters, and the power range is 71 meters. There
are another 4 DMA routers in the topology, and each DMA is responsible for 25
(5*5) MAs.
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For simplicity, there is one multicast group with one data source. Besides,
we assume that the packet transmission is reliable and the losses are only due to
handoff. The source generates multicast packet with the length of 300 bytes at
intervals of 20 ms to simulate the multicast conference application. Originally,
mobile nodes are randomly located at the mesh. The move model is the Ran-
dom Waypoint Mobility Model (RWP) [13], and MN selects its speed randomly
between 0 and maximal speed. We run each simulation for 500 seconds.

4.2 Simulation Results

The first experiment is to study the packet loss rate. As shown in Fig 3(a)
and 3(b), FHMM achieves the lowest packet loss rate due to the fast handoff
mechanism it uses not only in the domain but also between domains. MobiCast
has good performance too, but the use of MIP-RS as its inter-domain mechanism
causes a loss rate that is little higher than FHMM. MIP-BT has the highest
packet loss rate because MN must wait until its new address has been configured
and registered with HA. For the no need of waiting for registration, the handoff
latency of protocols based on MIP-RS is better than those of MIP-BT, especially
when the new access network has already joined the multicast group.

Fig 4(a) and 4(b) compares the multicast packet delivery efficiency. MIP-
BT is the most inefficient one because the delivery path of multicast packets
is far from optimal. Multicast packets detour to HA at first and then to MN,
and this results in high network transmitting overhead and device processing
overhead. MIP-RS has the best efficiency. The result of FHMM is better than
MobiCast because it does not need to ask all the BSs in DVM to receive and
buffer multicast packets. FHMM is worse than MIP-RS because it needs to ask
one or more expectant MAs to join the multicast group and receive data, and
this kind of behavior would introduce redundant data.

Fig 5(a) and 5(b) shows the multicast maintenance overhead of these four
mechanisms. The overhead contains all the packets sent for maintaining multi-
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cast delivery path, such as MLD packets and those packets used to update the
multicast delivery tree. We do not count the multicast data piggyback on other
packets, such as FMIP6 packets with multicast group options or the usual mobile
IPv6 packets. As shown in Fig 5, MIP-BT achieves the best performance this
time because only HA needs to trace the situation of MN and this can be entirely
fulfilled by usual mobile IPv6 packets. FHMM’s performance is between MIP-
BT and MIP-RS. MobiCast has tremendous overhead than the others because
of the complex messages it introduces, i.e. the messages exchanged between BSs
within the DVM.

5 Conclusion and Future Work

In this paper, we propose a multicast scheme called FHMM to mobile nodes in
the Internet. It introduces two agents, MA and DMA, to achieve fast multicast
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handoff and hierarchical mobile multicast management. MA is the extended ac-
cess router which can deal with multicast group option, an option introduced by
FHMM to FMIP6. DMA is a multicast router managing multicast within the
domain. FHMM bases on MIP-RS and solves its main drawbacks. The main ad-
vantages of FHMM include improving the stability of the main multicast delivery
tree and reducing handoff latency and packet loss rate. What’s more, FHMM
needs little modification on mobile nodes. We set up simulation to compare
FHMM with MobiCast, MIP-RS, and MIP-BT. The results show that FHMM
achieves much better performance. At first, the packet loss rate causing by hand-
off in FHMM is the lowest. The second, FHMM realizes high multicast packet
delivery efficiency. The third, the multicast maintenance overhead is low espe-
cially when comparing with MobiCast scheme.

In the future more efforts should be down for FHMM to give good perfor-
mance to mobile senders too.
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Abstract. Group communication is the basis for many recent multime-
dia and web applications. The group key management is one of the most
critical problems in a large dynamic group. All group rekeying protocols
add communication as well as computational overhead at the Group Key
Controller (GKC) and group members. The trade off between these over-
heads depends on different levels of security required for different types
of multicast applications [10,12,16]. This proposed work introduces a new
key management algorithm based on Chinese reminder theorem (CRT).
This algorithm uses CRT tuple of smaller remainders instead of keys of
larger bits. So, any computation on these keys is carried out in paral-
lel using remainders. Thus this approach reduces overall computational
overhead. This algorithm reduces communication over head during the
join event highly without compromising security.

Keywords: GKC, Group key, Logical key Graph, OFT, CRT, Rekeying.

1 Introduction

Multicasting is an efficient communication mechanism for applications like stock
market, data distribution, video conferencing, interactive group games, IP-TV,
virtual classes and distance learning. Security is essential for these distributed
applications because they run on dynamic network architectures and commu-
nicate through the Internet. Data integrity, data confidentiality, group/source
authentication are the minimal multicast security requirements [13]. These re-
quirements are achieved by encrypting messages with the cryptographic traffic
encryption key (TEK) which is also known as the group key.

Group communication architecture is classified as centralized and decentral-
ized architecture. In centralized architecture [2], the GKC manages the entire
group. This architecture lacks scalability. In a distributed architecture like Iolous
[7] the group members are organized into subgroups. Each subgroup is managed
by a Subgroup Key Controller(SGKC) with independent TEK. This architecture
solves scalability issues and the 1 affects n issue. But it also introduces a new
challenge of translation latency between subgroups.
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Group key management plays an important role in group communication.
Group key must be changed from time to time to safeguard its secrecy. The group
key must be changed for every membership change also [11, 12, 18, 19]. Group
Key management should include Backward Secrecy, Forward Secrecy and Col-
lusion Freedom. In order to meet the above requirements a rekey process should
be triggered after every join/leave operations. Rekeying in a group before the
join/leave is trivial, but after the join/leave is more complicated. This proposed
key management algorithm meets the requirements of maintaining backward
secrecy, forward secrecy, collusion freedom, scalability and flexibility.

This paper is organized into 7 sections. Section 2 classifies and discusses
about the existing group key management protocols and rationale for this work.
Section 3 presents the mathematical support of this work. Section 4 addresses the
overview of the proposed architecture and the analytical model of the proposed
work. Section 5 summarizes and compares the performance of this approach
with the other group key management algorithms in a quantitative way. Section 6
deals with security enhancement in this approach. Section 7 concludes this work.

2 Existing Work

There are different literatures [1-6,8-11,15,17] focusing on key management so-
lutions. These existing solutions are classified as Simple Approach, Hierarchical
key Graph, Periodic Rekeying and Flat table.

2.1 Simple Approach

2.1.1 n Nodes – One Controller
In this group keying scheme [2] all members are connected to one GKC. GKC
generates the group key and encrypts the group key separately for each of the
members of the group. When a member joins/leaves the group, GKC creates a
new key. GKC encrypts and sends the new key to every member separately. Its
computational and communication complexity is linear in-group size.

2.1.2 Group Key Management Protocol (GKMP)
In GKMP [5,6] initially GKC selects a member and initiates the creation of a
group key packet (GKP). The packet contains the current group traffic encryp-
tion key (GTEK), and a key (GKEK) to deliver the future GTEK. To handle
future rekeys, GKC then creates a digitally signed group rekey packet (GRP),
which consists of the earlier created GKP encrypted with the GKEK. When a
member joins, GKC selects a member and creates a new GKP containing a new
GTEK.

2.2 Hierarchical Key Graph

2.2.1 Logical Key Hierarchy Graph (LKH)
LKH [1,2,3] is an efficient rekeying method for large groups. GKC creates a
rooted balanced tree. Each leaf node of the key tree is associated with a mem-
ber of the group. GKC shares a separate unique secret key with every member



An Enhanced One Way Function Tree Rekey Protocol Based on CRT 35

through unicast. GKC creates internal node keys and sends only a subset of them
to every member. Each member receives the keys of all the nodes in its path to
the root. The number of keys each member holds is equal to log n. When a mem-
ber joins the group, GKC does 2log n encryptions and transmissions. When a
member leaves the group, GKC does 2log n encryptions and transmissions.

2.2.2 One Way Functional Tree (OFT) OFT [3,17,20 ] is also a logical key
tree used for rekeying with better leave rekeying compared to LKH. GKC uses
a one-way function ‘g’ to compute a blinded key corresponding to each key in
the tree. Each member receives the blinded keys of the sibling of the nodes in
the path from its associated leaf node to the root of the tree. Each internal node
key is computed by applying a mixing function f-XOR to the blinded keys of its
child node key. When a member joins, the GKC needs to encrypt and send 2log
n + 1 blinded keys. When a member leaves, GKC sends 2log n + 1 keys.

2.2.3 Efficient Large-Group Key (ELK)
ELK [4] protocol uses a hierarchical tree and is very similar to the OFT in the
sense that a parent node key is generated from its child keys. ELK uses pseudo-
random functions (PRFs) to build and manipulate the keys in the hierarchical
tree. A PRF uses a key K on input M of length m to generate output of length
n. ELK does not require any multicast messages during a join operation. When
the members are deleted, new keys have to be generated for those nodes in the
path from the removed node to the root.

2.3 Batch and Periodic Rekeying

In large and highly dynamic groups, to reduce rekeying overhead, a GKC may
choose to rekey a group periodically [8,15,22], or process group membership
changes in batches. Commercial applications of the Internet or satellite TV dis-
tribution may use batch or periodic rekeying. Trade-offs in batch rekeying are
departing members continue to get access to group data for a brief period after
they leave against forward secrecy and joining members are put on hold until
the next rekeying instance. In Marks [8] Group members may join the group at
any time, but the departure time must be known at the time of join. During
registration GKC sends seeds that are necessary for a member of the group to
compute group keys for its entire life duration in the group.

2.4 Centralized Flat Table

It changes the hierarchical tree to a flat table [3] with the effect of decreasing
the number of keys held by GKC. The table has one entry for the TEK and
2w more entries for keys, where w is the number of bits in the member id. A
member knows only the key associated with the state of its bit. In total, each
member holds w + 1 keys. This scheme is susceptible to collusion attacks.

So a group key management protocol that has a balanced trade off between
scalability, security, efficiency and flexibility is needed. The proposed EOFT
concentrates on these fields and provides an improved key management solution.
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3 The Chinese Remainder Theorem

One of the most useful elements of number theory is the Chinese remainder
theorem (CRT). In essence, the CRT says it is possible to reconstruct integers
in a certain range from their residues modulo using a set of pair wise relatively
prime moduli. Let M = m1 ∗m2 ∗m3 ∗ . . . mk = [m] where the mi are such that
gcd(mi, mj) = 1 for 1 ≤ i, j ≤ k, and i �= j. We can represent any integer A as
A ↔ [a1, a2, a3, . . . ak] where ai ∈ Zmi and A = ai mod mi for 1 ≤ i ≤ k. For
every integer A such that 0 ≤ A ≤ M there is a unique k-tuple (a1, a2, a3, . . . ak)
with 0 ≤ ai ≤ mi that represents it, and for every such k-tuple (a1, a2, a3, . . . ak)
there is a unique A in ZM . Operations performed on the elements of ZM can
be equivalently performed on the corresponding k-tuples by performing the op-
eration independently in each coordinate position in the appropriate system.
Consider
A ↔ (a1, a2, a3, . . . ak); B ↔ (b1, b2, b3, . . . bk) then
(A + B) mod M ↔ ((a1 + b1) mod m1, . . . , (ak + bk) mod mk)
(A − B) mod M ↔ ((a1 − b1) mod m1, . . . , (ak − bk) mod mk)
(A ∗ B) mod M ↔ ((a1 ∗ b1) mod m1, . . . , (ak ∗ bk) mod mk)

One of the useful features of the CRT is that it provides a way to manipulate
potentially very large numbers in terms of tuples of smaller numbers.

4 Enhanced OFT Protocol – EOFT

In EOFT, GKC constructs a rooted balanced tree. Every group member is asso-
ciated with a unique leaf node. The root of the tree is associated with the group
key. Each internal node represents a logical subgroup. Each member shares a
secret key with GKC through the registration protocol. These keys are received
in a secured way through unicast. Each member needs keys of the internal nodes
in its path to the root for computing the group key. But GKC does not send
all these internal node keys to the member directly. Instead it sends pseudo key
tuples of the siblings of the internal nodes that are needed to compute their
ancestors’ keys.

A pseudo function P is used to generate pseudo keys corresponding to each
key. ‘P’ is a one way hash function or simple transformation function of bits
depending on the required security level. GKC generates a random number M
which is equal to m1∗m2∗m3∗. . . mp where gcd(mi, mj) = 1 for 1 ≤ i, j ≤ p, and
i �= j. M is used to find reminder tuple corresponding to each key. To compute
keys of logical internal nodes, every member applies an arithmetic function R on
pseudo key tuples of the internal node’s siblings. The function R can be +/-/*/
a repeated combination of odd number of these three operations. But existing
works use only hash for P and XOR for R.

4.1 Initialization of EOFT

Consider a balanced tree with members A, B, C, D, E, F, G, H as leaf nodes.
GKC shares a unique secret key Ka, Kb, Kc, Kd, Ke, Kf , Kg, Kh with each mem-
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ber respectively through unicast at registration time. GKC generates a random
number M = [m] = m1 ∗m2 ∗m3 ∗ . . . mp where gcd(mi, mj) = 1 for 1 ≤ i, j ≤ p,
and i �= j. GKC sends the tuple [m1, m2, m3, . . . mp], the pseudo function P and
the arithmetic function R to every group member. The point to be noted is that
p is independent of size of the group.

Each member computes its own pseudo key using P and the corresponding
tuples using M . The Pseudo keys of leaf nodes are K ′

a, K ′
b, K ′

c, K ′
d, K ′

e, K ′
f , K ′

g,
K ′

h and their corresponding tuples are [K ′
a], [K

′
b], . . . , [K

′
h]. GKC sends not all

the pseudo key remainder tuples of internal nodes but only that of the internal
nodes in the path of associated leaf node to the root to every member in the
group. Group members compute the keys associated with each logical internal
node hence computes the group key. This process is illustrated in Fig. 1. An
algorithm given below describes the steps involved in this process.

Algorithm for computing the group key (in view of a group
member A)

Step 1: The group member A receives its secret key Ka through unicast regis-
tration protocol from the GKC.

Step 2: GKC sends Pseudo function P , Arithmetic function R, a random num-
ber M to every member. Also it sends the pseudo key remainder tuples of
the siblings of the internal nodes along the path from the member A to the
root. They are [K ′

b], [K
′
cd], [K

′
eh].

Step 3: The group member A evaluates its pseudo key using P and then [K ′
a].

Step 4: The group member A evaluates [Kab] = R([K ′
a], [K ′

b]) and
[K ′

ab] = P (Kab).
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Step 5 : The group member A evaluates [Kad] = R([K ′
ab], [K

′
cd]) and

K ′
ad = P (Kad).

Step 6 : The group member A evaluates [Kah] = R([K ′
ad], [K

′
eh]) and then Kah,

which is the group key.

Each member evaluates above steps to compute the group key.

4.2 Join Rekeying

When a member joins the group, GKC creates a new position in the tree such
that the tree is a balanced tree. This can be achieved efficiently by splitting the
nearest leaf node from the root. After accommodating the new member in the
tree, GKC shares a unique secret key, new R&M with the new member through
unicast. M can be changed by omitting any one of mi. The new arithmetic
operation R can be selected as any one of +/-/*/ a repeated combination of
odd number of these three operations. GKC just informs about new R and M
through one multicast message encrypted with the old group key. Unlike in OFT
& LKH , GKC does not send any new internal node keys to the other members
in the join event.

4.3 Leave Rekeying

When a member leaves the group, GKC reconstructs the tree as a balanced
tree. If the departing members sibling is a leaf node, it gets associated with its
parent node or that assumes its parent’s position in the tree. GKC needs to
rekey to maintain forward secrecy. Unlike in LKH, GKC does not change all the
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keys that the departing member knows. Since GKC does not use any pseudo
keys to encrypt any message, it does not change all the pseudo keys supplied to
the departing member. GKC rekeys as follows: For the sibling leaf node of the
departing member, GKC sends a new key encrypted with its old key. It rekeys
all the keys from rekeyed node’s position to the root. It is illustrated in Fig. 2.

A new key Kd encrypted by the old key Kold
d is sent to the member D. A

new pseudo key K ′
d encrypted by Kc is sent to the member C as well as K ′

cd

encrypted by Kab is sent to members A and B by GKC.

5 Performance Analysis

This section shows the efficiency of the proposed work by comparing it with the
other group key management schemes. The performance of the proposed scheme
on both communication and computational complexities are evaluated in a quan-
titative way. Table 1 & 2 compares the proposed scheme with the other group key
management schemes on computational complexity. Computational complexity
is measured by storage and process requirements at the group members & GKC
and with the operations for deriving / generating / forwarding the key. Table 3
compares the proposed scheme with the other group key management schemes
on communication complexity. The major measure of communication complex-
ity is the number of messages and size of the messages used for transmitting key
update.

Notations used in Table

n - Size of the group (excluding the leaving member and
including the joining member)

T - The count of time intervals during when the group exists
t - The count of time intervals during when the member persists
d - Height of the tree = log n if tree is balanced
E - Encryption operation

Table 1. Computational Cost Comparison with respect to processing needed at join
& leave

Group Key GKC MEMBER (maximum)
Management JOIN LEAVE JOIN LEAVE
Algorithm Other New
n nodes ↔ GKC nE nE D D D
GKMP 2E nE 2D 2D D
LKH (2d+1)E+ 2dE+dG dD (d+1)D dD

(d+1)G
OFT 2G+(d+2)g+ df+G+dg+ D+g+ D+g+df D+g+df

(2d+1)E+df (d+1)E dD+df
EOFT dR+2E G+dP+dR+ D+dR D+P+dR D+P+dR

(d+1)E
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Table 2. Computational Cost Comparison w.r.to Storage Requirement

Group Key Management GKC MEMBER
Management (Keys) (Keys)
SIMPLE REKEYING
n nodes ↔ GKC n 1
GKMP 2 2
HIERARCHICAL KEY GRAPH
LKH 2n-1 d+1
OFT 2n-1 d+1
ELK 2n-1 d+1
EOFT 2n-1 d+1
PERIODIC REKEYING
MRRKS TK tk
CENTRALISED TABLE
FT (2I+1) keys I+1 keys

Table 3. Communication Cost w.r.to Messages Passed

Group Key Management Join Messages Leave Messages
Algorithm From GKC to From GKC to

Other group New Members
members members

n nodes ↔ GKC (n-1) 1 N
GKMP 2 2 New group setting
LKH d d+1 2d
OFT d+1 d+1 d+1
ELK 0 d+1 d+1
EOFT 1 d+1 d+1
MRRKS - t 2log(t/2)
FT 2I I+1 2I

D - Decryption operation
I - Number of bits in the member id
G - Key Generating Function
g - infeasible function
f - mixing function
P - Pseudo function
R - +/-/*/ a repeated combination of odd number these three operations

Table 4 compares the proposed scheme with the other group key management
schemes on provision of security in terms of Backward secrecy, Forward Secrecy
and Collusion Freedom.

LKH+2 [19] method reduces the communication overhead of the LKH method
by half in a leave, but in a join it has the same communication cost as the
LKH. Another protocol [9], using Boolean function minimization (BFM) for key
management, allows some collusion attacks for decreasing the communication
cost. This proposed algorithm works in bottom-up approach [20] rather than top-
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Table 4. Comparison of Backward Secrecy, Forward Secrecy, Collusion Freedom, Flex-
ibility

Group Key Management SECURITY Flexibility
Algorithm Backward Forward Collusion free
n nodes ↔ GKC

√ √ √ √

GKMP
√ × √ √

LKH
√ √ √ ×

OFT
√ √ √ ×

ELK
√ √ √ ×

EOFT
√ √ √ √

MRRKS
√ √ √ ×

FT
√ √ √ ×

down. This work reduces the joint event’s communication cost to one message
without compromising security.

6 Security Analysis

The security of the proposed group communication scheme depends on the se-
crecy of the group key. The components used in this algorithm to generate the
group key are a random number M , a pseudo function P and an arithmetic
function R. The tackling of maintenance Backward and Forward secrecy by this
group key algorithm in terms of these components is discussed below.

– Random number: The relatively pairwise prime number mi of random num-
ber M are sent by GKC to every group member securely through unicast pro-
tocol. When a member leaves the group, the random number M is changed.
When a new member joins the group, a new random number is derived by
removing mi form M . In both the cases the only possible attack on M is
Brute Force and it needs Ω(2n) effort where n is the number of bits in M .

– Arithmetic Function: The arithmetic function R used in the group key con-
struction is not same throughout the session. It changes whenever the group
membership changes. Its domain is a wide random set {+, ∗,−, + + +, + ∗
∗, . . .} whose cardinality is 3(9n − 1)/8 if R is containing 2n− 1 operations.

– The Pseudo function used to compute Pseudo Keys belongs to Hash family
of functions if the required level of security is high. Basically these functions
are highly vulnerable to attack against weak collision resistance and hence
have resistance to Brute Force attack. Even for a Birthday attack, these
function needs Ω(2n/2) effort for a hash of length n bits.

– Secret keys: The keys used to encrypt the key update messages and the keys
included in that messages are not sufficient to derive the Group key because
they are not used directly in the group key constructions. So active and
passive adversaries are not benefited from cryptanalysing these messages.
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From the above arguments it is clear that

– A new member who joins the group cannot compute the old group keys since
he cannot derive the random number and the arithmetic function R.

– A member who leaves the group cannot compute the new group keys since
he knows nothing about the new random number and is not easy for him to
derive the arithmetic function R.

7 Conclusion

This proposed approach uses short rekey messages and tuples of smaller size re-
minders. Thus it reduces overall computational overhead. It reduces join rekeying
complexity compared to OFT. It provides flexibility in selection of group key gen-
erating functions. It maintains provides forward secrecy, backward secrecy and
collusion freedom.
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Abstract. Ad hoc networks, being able to organize themselves without user 
intervention, can easily provide their users with mobility, multimedia support 
and group communication. However, they have to combine quality of service 
(QoS) and multicast routing strategies. This article defines the resource 
management and admission control components of the ad hoc QoS multicast 
(AQM) routing protocol, which achieves multicast efficiency along the 
network. When nodes wish to join a session, a request-reply-reserve process 
ensures that an appropriate QoS route is selected. Nodes are prevented from 
applying for membership if there is no QoS path for the session. To cope with 
the continuous nature of multimedia, AQM nodes check the availability of 
bandwidth in a virtual tunnel of nodes. Objection queries are issued prior to 
admission in order to avoid excessive resource usage by the nodes which cannot 
detect each other. New performance metrics are introduced to evaluate AQM’s 
member and session satisfaction rates. Simulation results show that AQM 
improves multicast efficiency both for members and sessions. 

1   Introduction 

The evolution of wireless communication technologies has reached a point where it is 
easy to integrate them to handheld computing devices. Today, a new generation of 
portable computers is available, offering users more computational power than ever, 
in addition to mobility, multimedia support and group communication. However, 
these devices confront consumers with the heavy task of configuration. It becomes 
increasingly important that, once a mobile device is operational, it is able to configure 
itself with networking capabilities, asking its users only for their personal preferences 
and making the administrative work transparent. This requirement popularizes ad hoc 
networks, which are self-organizing communication groups formed by wireless 
mobile hosts. They make their administrative decisions in a distributed manner 
without any centralized control. They are free from the boundaries of any existing 
infrastructure. They are considered for many applications, including group-oriented 
computing such as disaster relief, community events and game playing. 
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In order to meet the mobile users’ quality of service (QoS) expectations for such 
applications, ad hoc networks need to manage their scarce resources efficiently, which 
makes admission control a fundamental requirement. Multicast routing can improve 
wireless link efficiency by exploiting the inherent broadcast property of the wireless 
medium. The advantage of multicast routing is that packets are only multiplexed 
when it is necessary to reach two or more receivers on disjoint paths. Combining the 
features of ad hoc networks with the usefulness of multicast routing, a number of 
group-oriented applications can be realized. 

The ad hoc QoS multicast (AQM) routing protocol is presented as a composite 
solution to the problem [1], which tracks QoS availability for each node based on 
current resource reservations. In this article, the join process of AQM is enhanced 
with: (a) virtual tunnels of bandwidth to avoid excessive resource allocation; (b) 
objection queries to control admission. Simulations show that AQM significantly 
improves multicast efficiency for members and sessions through QoS management. 

The rest of this article is organized as follows. Previous research related to QoS 
systems and multicast protocols in ad hoc networks is reviewed in Section 2. After a 
short summary of AQM, the virtual tunnel approach to bandwidth availability and the 
objection query mechanism for admission control are introduced in Section 3. The 
performance of the proposed system is evaluated in Section 4. Final remarks and 
future work are presented in Section 5. 

2   Quality of Service Systems and Multicast in Ad Hoc Networks 

A QoS system consists of several components, including service differentiation, 
admission control, and resource allocation [2, 3]. Service differentiation schemes use 
QoS techniques such as priority assignment and fair scheduling. Priority-based 
mechanisms change the waiting times of the frames and assign smaller values to high-
priority traffic. Fair scheduling algorithms partition resources among flows in 
proportion to a given weight and regulate the waiting times for fairness among traffic 
classes [2]. Measurement-based admission control schemes observe the network 
status, whereas calculation-based mechanisms evaluate it using defined performance 
metrics. Without admission control, the provision of QoS only by differentiating 
flows and coordinating channel access order is not effective for high traffic loads [3]. 
A contention-aware admission control protocol (CACP) introduces the concept of an 
extended contention area covering the carrier sensing range of a node [4]. Admission 
decisions are based on the available bandwidth information collected from the 
neighbours in the contention area. 

Another important feature of a QoS system is congestion control. Congestion 
occurs when the data sent exceeds the network capacity and causes excessive delay 
and loss. It is avoided by predicting it and reducing the transmission rate accordingly. 
If congestion is local, it can be handled locally by routing around the congested node 
without reducing the data rate [5]. A multicast congestion control scheme for multi-
layer data traffic is applied at the bottlenecks of the multicast tree using the queue 
states [6]. Some flow information is maintained at each node, and data layers are 
blocked and released to solve congestion and adjust the bandwidth rate. 
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Various protocols are proposed to maintain a multicast graph and perform routing 
in ad hoc networks. However, they do not address the QoS aspect of the subject, 
which becomes important as the demand for mobile multimedia increases. 

Independent-tree ad hoc multicast routing (ITAMAR) provides heuristics to find a 
set of independent multicast trees, such that a tree is used until it fails and then 
replaced by one of its alternatives [7]. Maximally independent trees are computed by 
minimizing the number of common edges and nodes. Some overlapping is allowed 
since totally independent trees might be less efficient and contain more links. Thus, 
the correlation between the failure times of the trees is minimal, which leads to 
improved mean times between route discoveries. 

Lantern-tree-based QoS multicast (LTM) is a bandwidth routing protocol which 
facilitates multipath routing [8]. A lantern is defined as one or more subpaths with a 
total bandwidth between a pair of two-hop neighbouring nodes, whereas a lantern 
path is a path with one or more lanterns between a source and a destination. A lantern 
tree serves as the multicast tree with its path replaced by the lantern-path. The scheme 
provides a single path if bandwidth is sufficient or a lantern-path if it is not. 

Probabilistic predictive multicast algorithm (PPMA) tracks relative node 
movements and statistically estimates future relative positions to maximize the 
multicast tree lifetime by exploiting more stable links [9]. Thus, it tries to keep track 
of the network state evolution. It defines a probabilistic link cost as a function of 
energy, distance and node lifetime. The scheme tries to keep all the nodes alive as 
long as possible. It models the residual energy available for communication for each 
node, which is proportional to the probability of being chosen to a multicast tree. 

3   Admission Control in the Ad Hoc QoS Multicasting Protocol 

Since the main structure of the AQM protocol has been previously defined [1], the 
design details are not repeated below. Instead, following a short summary of AQM 
session management, special emphasis is laid on admission control and the means of 
dealing with mobility. The virtual tunnel approach to checking bandwidth availability 
and the objection query mechanism are introduced as enhancements to the protocol. 

3.1   Session Management 

When a node broadcasts a join request (JOIN_REQ) for a session, its predecessors 
(MCN_PRED) propagate the packet upstream as long as QoS can be satisfied. They 
maintain a request table to keep track of the requests and replies they have forwarded 
and prevent false or duplicate packet processing. Tables of active sessions, known 
members and neighbours are also maintained at each node. A forwarded request 
eventually reaches members of that session which issue replies (JOIN_REP) back to 
the requester if QoS can be satisfied. Prior to replying, however, they send a one-hop 
objection query (JOIN_OBJ) to their neighbours to check if a possible new resource 
allocation violates the bandwidth limitations of these. The objection query mechanism 
is explained in Section 3.3. Downstream nodes that have forwarded join requests 
forward the replies towards the requester. During this process, they also exploit the 
objection query mechanism since it is possible that they qualify as forwarders. The 
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originator of the join request selects the one with the best QoS conditions among the 
replies it receives. It changes its status from predecessor to receiver (MCN_RCV) and 
sends a reserve message (JOIN_RES) to the selected node. The reserve packet 
propagates along the selected path and finally reaches the originator of the reply. 
Intermediate nodes on the path become forwarders (MCN_FWD). If this is the first 
receiver, the session initiator (MCN_INIT) becomes an active server (MCN_SRV). 

3.2   The Virtual Tunnel of Bandwidth 

The continuous nature of multimedia applications requires a new method of checking 
bandwidth availability to see if the QoS requirements of a new join request can be 
met. Being within the transmission range of each other, a session server about to 
allocate resources for its first member and the forwarding node immediately following 
it share the bandwidth of the same neighbourhood. Therefore, a server has to ensure 
that its successor also has enough bandwidth available to forward multicast data 
packets that it receives. In other words, twice as much bandwidth has to be available 
in the neighbourhood than the amount required by the QoS class of the session. 
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(a) Join request of node n5 
 

(b) View of replying node n2 
 

(c) View of replying node n4 

Fig. 1. The virtual tunnel approach to checking bandwidth availability: (a) JOIN_REQ of n5 
propagates towards n0. Prior to sending a JOIN_REP, n0 checks for two times QoS bandwidth 
since it has to ensure that n2 can also forward packets. (b) n2 checks for three times QoS 
bandwidth since, in addition to its predecessor n0 and itself, it has to ensure that n4 can also 
forward the data. (c) Finally, n4 checks for two times QoS bandwidth since n5 is only a receiver. 

Following the path downstream towards the new member, a forwarder has to deal 
with its predecessor as well as its successor. Once the multicast session starts, it 
receives packets from its predecessor, rebroadcasts them, and allows its successor to 
forward the packets further downstream. Therefore, an intermediate node about to 
take part in the packet forwarding process has to check for availability of three times 
as much bandwidth than the amount needed by the session, since it shares the 
available bandwidth of the same neighbourhood as its immediate predecessor as well 
as successor. A similar judgement can be made for the rest of the intermediate nodes. 
Fig. 1 shows the virtual tunnel approach to checking the bandwidth availability. 
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Thus, nodes have to check for availability of the necessary bandwidth according to 
their position within the multicast tree before accepting a new request. When it is time 
to reserve resources, however, each node is responsible only for itself, i.e., nodes 
allocate only the amount of bandwidth that is necessary for the session of a particular 
QoS class. For a member already forwarding packets of that session, this requirement 
is met automatically since the node has already been through this allocation process. 

3.3   The Objection Query Mechanism 

A node decides whether or not to take part in a session as a forwarder based on its 
current resource availability. While this approach prevents the node from overloading 
itself, it is not enough to help other nodes balance their loads. Although a node does 
not allocate more bandwidth than available in its neighbourhood, the overload 
problem arises as a result of the admissions made by its neighbours which cannot 
directly detect each other. In other words, a node can be surrounded by several 
neighbours, some of which are not within the transmission range of each other. The 
node experiences overload due to excessive resource usage in its neighbourhood, 
which cannot be foreseen since the surrounding nodes are not aware of each other’s 
reservations. To overcome this problem, each replying node consults its neighbours 
first to see if any of them becomes overloaded. This is necessary since it is otherwise 
impossible for a node to see the bandwidth usage beyond its direct neighbours. 
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Fig. 2. The objection query mechanism: During the reply phase of a join process, the nodes n0, 
n2 and n4 issue one-hop objection queries before sending their replies. At the time n2 sends its 
query, n6 is already sharing the bandwidth in its neighbourhood with n3, n7 and n8. However, n2 
is not aware of this since it cannot directly detect the others. Thus, n6 objects to n2 offering their 
common resources to n4 if the total allocation exceeds the capacity of n6’s neighbourhood. 

A node having received a reply issues an objection query prior to forwarding the 
reply. This one-hop message containing information on the requested bandwidth 
allows the neighbours to object to a possible data flow along this path, if they start 
suffering from overload as a result of the allocation. If the new reservation causes the 
limit to be exceeded, the neighbour sends the objection to the node which has queried 
it. Otherwise the query is discarded. If the node having sent the query receives any 
objection, it discards the reply. Otherwise the query times out, indicating that the new 
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node can be safely admitted. Only those neighbours who are serving one or more 
sessions may object to new allocations. It is not important that a silent node becomes 
overloaded. Fig. 2 shows a situation where the objection query mechanism is utilized. 

A session initiator, which is about to get its first member, or an intermediate node 
about to forward a reply towards a requester have to issue an objection query first. An 
active member forwarding packets of a session does not need to query objections for 
each new join request since it has previously consulted its neighbours. 

3.4   Dealing with Mobility 

One of the major concerns for ad hoc communications is the ability of the routing 
infrastructure to cope with the dynamics of node mobility. In order to maintain 
connectivity and support QoS with maximum possible accuracy under mobility 
conditions within their neighbourhood, nodes perform periodic update and cleanup 
operations on their session, membership and neighbourhood tables. 

The session information is refreshed periodically via session update packets 
(SES_UPDATE) sent by the session initiator. They are propagated once as long as the 
QoS requirements of the session can be fulfilled, even if they belong to a previously 
known session and come from a known predecessor to ensure that all new nodes in a 
neighbourhood are informed on the existence of the ongoing sessions they can join. 

Lost neighbours are removed from the neighbourhood, session, membership and 
request tables. Additional action can be necessary depending on the status of the lost 
neighbour as well as that of the node itself. When an active session member, e.g., a 
forwarder or a receiver, loses its preceding forwarder or server, this means that it 
loses its connection to the session. It changes its own status to a predecessor, i.e., a 
regular node which is aware but not an active member of the session. It also informs 
its successors with a lost session message (SES_LOST) if it is a forwarding member 
of the session. Downstream nodes receiving the lost session messages interpret them 
similarly to update their status regarding the lost session and forward the message if 
necessary. This mechanism, combined with the periodic updates, keeps nodes up-to-
date regarding the QoS status of the sessions and ready for future membership 
admission activities. It also prevents them from making infeasible join attempts. 

4   Computational Performance Experiments 

The simulations are conducted using OPNET Modeler 10.5 Educational Version with 
the Wireless Module [10]. They are repeated 20 times for each data point and results 
are aggregated with a 95% confidence interval for a multicast scenario with four QoS 
classes representing a sample set of applications. Nodes initiate or join sessions 
according to a certain probability. Generated sessions are assigned randomly to one of 
the four QoS classes defined in Table 1. Thus, the ad hoc network supports four types 
of multicast applications simultaneously and manages the QoS requirements of each 
application depending on its class definition. To comply with the sample bandwidth 
and delay bounds given as part of these QoS class definitions, nodes are restricted to 
certain minimum bandwidth and maximum hop count regulations. In other words, a 
node may join a session only if it can find a path to the server with more bandwidth 
available than the minimum and less hops away than the maximum allowed. 
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A node can take part at only one application at a time as a server or receiver, 
whereas it can participate in any number of sessions as a forwarder as long as QoS 
conditions allow. Apart from that, there is no limit to the size of the multicast groups. 
The effect of mobility on the performance of AQM is observed under the random 
waypoint mobility model. In contrast to previous performance evaluations, which 
limit their simulations to a few minutes and a single session, four hours of network 
lifetime have been simulated to get a realistic impression of the behaviour of multiple 
multicast sessions being maintained simultaneously in a distributed manner. The 
parameters of the mobility model and other simulation settings are given in Table 2. 

Table 1. QoS classes and requirements 

QoS 
Class 

Bandwidth 
Requirement 

Average 
Duration 

Delay 
Tolerance 

Relative 
Frequency 

Application  
Type 

0 128 Kbps 1,200 s Low 0.4 High-quality voice 
1 256 Kbps 2,400 s High 0.2 CD-quality audio 

2 2 Mbps 1,200 s Low 0.3 Video conference 
3 3 Mbps 4,800 s High 0.1 High-quality video 

Table 2. Simulation parameters 

Parameter Description Value 
Area size 1,000 m x 1,000 m 
Greeting message interval 10 s 
Maximum available link bandwidth 10 Mbps 
Mobility model Random waypoint 
Node speed 1-4 m/s (uniform) 
Node pause time 100-400 s (uniform) 
Node idle time between sessions 300 s (exponential) 
Session generation / joining ratio 1 / 9 
Session update message interval 60 s 
Wireless transmission range 250 m 

The evaluation of QoS multicast routing performance in ad hoc networks requires 
novel criteria that are both qualitative and measurable. The main concern of this 
article is to test the efficiency of AQM in providing multicast users with QoS and 
satisfying the service requirements of multimedia applications. Therefore, it is 
necessary to focus on member satisfaction. The member overload avoidance ratio 
OMember is introduced as a new performance metric in terms of QoS requirements, 
which is the number of overloaded nodes o divided by a weighted sum of the number 
of servers s and forwarders f, subtracted from the maximum possible unit ratio of 1: 

fs

o
OMember α+

−= 1  . (1) 

The coefficient  points out that the impact of overloaded nodes on forwarders is 
greater than that on servers, due to the fact that the former are intermediate nodes 
affected by both their predecessors as well as their successors. 
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The efficiency of ad hoc multicast routing protocols is typically measured by the 
session success rate, or the member acceptance ratio AMember, which is defined as the 
number of accepted receivers r divided by the number of session join requests q: 

q

r
AMember

=  . (2) 

It should be noted that OMember and AMember present a trade-off with regard to 
member satisfaction. While improving the former with QoS restrictions, an efficient 
QoS multicast routing protocol should be able to keep the latter at an acceptable level. 

Fig. 3(a) compares the member overload avoidance ratio of AQM to the non-QoS 
scheme, where  = 0.5. In AQM, where QoS support is active, nodes do not make 
allocations exceeding the maximum bandwidth available in their neighbourhood. The 
number of overloaded members is kept to a minimum with the introduction of the 
objection query mechanism. In the non-QoS scheme, nodes accept join requests if 
they can find a path towards the session server. Since they do not care about available 
resources, they soon become overloaded. As the number of network nodes grows, 
more sessions are initiated, and more requests are accepted without considering the 
available bandwidth, which causes a drastic decrease in the ratio of members not 
overloaded for the non-QoS network. The results show that AQM outperforms the 
non-QoS scheme with its ability to prevent members from being overloaded. 
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 (a) Overload avoidance (b) Member acceptance 

Fig. 3. AQM vs. the non-QoS scheme with regard to member satisfaction 

Fig. 3(b) compares the member acceptance ratio of AQM to the non-QoS scheme. 
A decrease in the member acceptance of AQM is expected as a result of the tight 
resource management and admission control precautions taken by the protocol. 
However, in networks with a small number of nodes and low connectivity, AQM 
performs even better than the non-QoS scheme since it informs its nodes periodically 
on the availability of ongoing sessions and prevents them from making requests for 
sessions that are not reachable any more. As the network density grows and more 
requests are made, the performance of AQM remains close to the non-QoS scheme. In 
AQM, where QoS restrictions apply, nodes do not accept new requests if they cannot 
afford the required free bandwidth. Thus, not all requests are granted an acceptance 
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Fig. 4. AQM vs. the non-QoS scheme with regard to member control overhead 

 
and the member acceptance ratio is lower than the non-QoS scheme. However, AQM 
is still able to achieve an acceptance ratio close to the non-QoS scheme due to its 
ability to eliminate infeasible join requests before they are issued by keeping its nodes 
up-to-date regarding the QoS conditions in the network and the status of the sessions. 

It is inevitable that the computational overhead of a routing protocol increases 
with its complexity. However, it is possible to keep it at an acceptable level while 
adding QoS functionality to the protocol. The member control overhead of a multicast 
session member CMember is formulated as the number of control packets processed p 
divided by sum of s, f and r, which gives the number of active nodes in the network, 
participating in at least one multicast session as a server, a forwarder, or a receiver: 

rfs

p
CMember ++

=  . (3) 

Fig. 4 compares the member control overhead of AQM to the non-QoS scheme. In 
addition to the periodic session update packets, AQM uses lost session notifications to 
keep nodes up-to-date with regard to session availability. It sends one-hop objection 
queries to ensure that session members do not become overloaded. As the network 
population grows, more of these packets are necessary since more multicast paths are 
possible in a more crowded network. It can be concluded from the figure that AQM 
provides QoS with an acceptable overhead. In fact, by rejecting some of the join 
requests, AQM cuts further communication with those nodes, whereas the non-QoS 
scheme communicates with all requesters until their routing information is delivered. 

5   Conclusion 

The increasing amount of multimedia content shared over wireless communication 
media makes QoS-related, resource-efficient routing strategies very important for ad 
hoc networks. AQM provides ad hoc networks with these features. It keeps the 
network up-to-date on the availability of sessions with regard to QoS considerations. 
It controls the availability of resources throughout the network and ensures that users 
do not suffer from QoS degradation. AQM takes the continuity property of 
multimedia data into consideration and checks bandwidth availability along a virtual 
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tunnel of nodes. It also facilitates an objection query mechanism to inform nodes on 
possible overload on others. AQM also sets limits to path length in terms of hop count 
and checks them in order to satisfy the delay requirements. Thus, it utilizes efficient 
admission control mechanisms, sustains QoS along the ad hoc network and eliminates 
infeasible membership requests proactively at their sources. 

Service satisfaction is the primary evaluation criterion for a QoS-related scheme. 
Simulations give a good insight to the quality of AQM. By applying QoS restrictions, 
AQM achieves lower overload on members and improves the multicast efficiency for 
members and sessions. Without a QoS scheme, users experience difficulties in getting 
the service they demand as the network population grows and bandwidth 
requirements increase. 

A future research direction for this work is the assessment of the recent multicast 
routing protocols to have an alternate view to their performance in terms of QoS as 
experienced by the user. A second topic is the efficient rerouting of multicast sessions 
when changes occur in the network topology as a result of mobility or varying QoS 
conditions. It is also a good idea to evaluate ad hoc network protocols with multiple 
mobility models. Ad hoc applications with team collaboration and real-time 
multimedia support necessitate group mobility, which improves performance if 
protocols take advantage of its features such as multicast routing. 
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Abstract. In this paper we present a novel admission control scheme
for a mixed set of periodic and aperiodic tasks with hard deadlines under
EDF, which can achieve near optimal performance with practical utility.
The proposed admission control scheme is based on a novel schedulability
measure for a deadline-constrained task, called utilization demand, which
can be viewed as a combination of the processor time demand and the
utilization factor. We first show that this new schedulability measure
provides a necessary and sufficient schedulability condition for aperiodic
tasks. We then present an efficient schedulability test for a mixed set
of periodic and aperiodic tasks under EDF. The resulting schedulability
test can be implemented as an on-line admission control algorithm of
O(n) complexity, which in practice incurs sufficiently low overhead. Our
experimental results show that the proposed admission control scheme
outperforms existing approaches with respect to achievable processor
utilization.

1 Introduction

Guaranteeing deadlines is essential in providing high levels of QoS (Quality of
Service) in many networked applications. In general, QoS and real-time appli-
cations share the common constraint that services are required to meet timing
requirements such as deadline and rate. Examples include interactive distance
learning and online trading, which require timely processing and delivery of
requested data. However, despite recent developments in real-time computing,
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current real-time scheduling theory cannot be directly applied to those appli-
cations since most real-time research has focused on the periodic task model
[6,2], in which task arrivals and related timing attributes are deterministic and
known in advance. On the other hand, recent networked applications have the
distinguishing characteristic that processor usage patterns include both periodic
and aperiodic tasks. For example, a query for continuous multimedia involves
periodic tasks for delivery and processing of continuous data, and a query for
static data types involves aperiodic tasks.

There have been many attempts to deal with a mix of periodic and aperiodic
tasks in the context of real-time scheduling. The authors of [9,5] proposed static-
priority algorithms for joint scheduling of periodic and aperiodic tasks. They
address the problem of minimizing the response times of soft aperiodic tasks
while guaranteeing the deadlines of hard periodic tasks. Specifically, aperiodic
tasks are handled in the background at a lower priority level, or at some fixed
priority level by a special periodic task which serves aperiodic requests with
a limited capacity. Considerable research has also focused on dynamic-priority
scheduling algorithms, exemplified by the EDF (earliest deadline first) algorithm
[6], and the static-priority approaches of [11,9] have been extended to dynamic-
priority versions [9,10]. Chetto and Chetto [4] and Ripoll et al. [8] proposed
optimal dynamic-priority algorithms with regard to specific criteria, for example,
response time or processor utilization.

However, in the above mentioned cases, it is assumed that aperiodic tasks
do not have hard deadlines, and periodic tasks are given preferential treatment.
Although the scheduling and analysis algorithms proposed in [4,8,5] can be ex-
tended to handle hard aperiodic tasks, their computational complexity makes
them inadequate for on-line usage in networked applications. Specifically, they
require construction of a table that contains slack times present in the processor
schedule for the hard periodic tasks over a specific time interval, hyperperiod
(least common multiple of the task periods) [4,5] or Initial Critical Interval [8],
and use the table of slack times to determine the schedulability of incoming hard
aperiodic tasks. The significant computational cost of these approaches limit
their applicability for on-line applications with dynamic periodic and aperiodic
request arrivals.

In this paper, we attempt to provide deadline guarantees via admission con-
trol for both periodic and aperiodic tasks under EDF. Our approach differs from
the approaches mentioned above in that aperiodic tasks have hard deadlines and
are scheduled by the same scheduling policy as the periodic tasks, and that it
can be used for on-line admission control as it incurs sufficiently low run-time
overhead. Our major contribution is two-fold. First, we propose the combined
use of the processor time demand [2] and the utilization factor [6] as a schedula-
bility measure for deadline-constrained tasks. The new schedulability measure,
called utilization demand, is defined for each task as the ratio of the processor
time required for meeting its deadline to the time remaining until its deadline
expires. We show that this new schedulability measure provides a necessary
and sufficient schedulability condition for aperiodic tasks. Second, we extend
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the utilization demand analysis to handle periodic tasks as well, and develop
an efficient schedulability test for a mix of periodic and aperiodic tasks under
EDF. The resulting schedulability analysis can be implemented as an on-line
admission control algorithm of O(n) complexity, which can achieve near optimal
performance with practical utility.

2 Models and Assumptions

Consider a set of independent aperiodic tasks Q = {τ1, τ2, . . . , τi, . . .}. Every
aperiodic task τi ∈ Q has an arrival time Ai, a worst-case execution time ei, and
a relative deadline di that is defined from its arrival time. The absolute deadline
Di of τi is given by Di = Ai + di. At any given time t, we can define Q(t) ⊂ Q
as the set of current tasks that have been admitted by t and whose deadlines
have not expired by t. Thus, the current aperiodic set Q(t) can be described by
{τi|τi ∈ Q, Ai ≤ t, Di > t}.

We use similar notation for periodic tasks P = {τ̃1, . . . τ̃i, . . . , τ̃N}. Periodic
task τ̃i with period T̃i can be considered as an infinite sequence of aperiodic
tasks. Such aperiodic tasks are referred to as periodic task instances which are
denoted by τ̃i,j . Each periodic task instance τ̃i,j has a common relative deadline
d̃i and a common worst-case execution time ẽi. We use Ãi to denote the arrival
time of τ̃i, and thus the absolute deadline D̃i,j of τ̃i,j is computed by D̃i,j =
Ãi + (j − 1)T̃i + d̃i.

Admission
ControllerArrive

RejectReject

Aperiodic Queue

Periodic Queue

Scheduler DepartEDF

Fig. 1. System architecture composed of an admission controller, admit queues, and a
task scheduler

In our discussions, we assume a generic system architecture that consists of
an admission controller, admit queues, and a task scheduler, as in Figure 1. The
admission controller, through admit or reject, is responsible for ensuring that
the system can provide the promised deadline guarantees for all tasks accepted.
Every admitted task is then put into an appropriate admit queue depending on
its type. There are two separate queues, one for aperiodic tasks and the other
for periodic tasks. The task scheduler then uses EDF (earliest deadline first)
algorithm to select the task with the highest priority from the admit queues,
and allocates the processor to it.

3 Utilization Demands as Schedulability Measures

In this section we first define a point-wise version of utilization demand and then
extend it to an interval-wise version, which will be used for admission tests for
a mix of periodic and aperiodic tasks.
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3.1 Point-Wise Utilization Demands

Consider a set of independent aperiodic tasks Q(t) = {τ1, . . . , τi, . . . , τn}. We
associate each task τi ∈ Q(t) with two dynamic variables, residual execution
time ei,t and lead time di,t. At time t, the residual execution time ei,t represents
the maximum remaining processor time required to complete τi, and the lead
time di,t represents the difference between its absolute deadline Di and the
current time t, i.e., Di − t.

We define utilization demands using residual execution times and lead times.
Formally, utilization demand UQ(t)(τi) is defined for τi ∈ Q(t) as the processor
time required to meet its deadline divided by its lead time. Let Q(t, hp(τi)) ⊂
Q(t) be the set of tasks whose priorities are equal to or higher than τi’s priority.
The utilization demand of τi is defined by

UQ(t)(τi)
def=

∑
τj∈Q(t,hp(τi)) ej,t

Di − t
. (1)

The following theorem shows that the use of utilization demands provides a nec-
essary and sufficient schedulability condition for aperiodic task set Q(t). The
proof is rather straightforward, and we do not provide proofs here due to space
limitation.

Theorem 1. Aperiodic task τi ∈ Q(t) is schedulable with respect to Q(t) by a
work-conserving priority-based scheduler if and only if

UQ(t)(τi) ≤ 1. (2)

Note that the schedulability of τi ∈ Q(t) does not imply the schedulability of
τi ∈ Q, since Q may contain some high-priority tasks that will arrive later in the
interval [t, Di] and they would preempt τi. Therefore, the schedulability test in
Ineq.(2) is valid only until the next arrival time of a task. This necessitates the
testing of the schedulability at every task arrival. In general, to check if τi ∈ Q
is schedulable, it suffices to show UQ(t)(τi) ≤ 1 at every arrival time until the
deadline of τi expires. The following theorem formally states this.

Theorem 2. Aperiodic task τi ∈ Q is schedulable with respect to Q by a work-
conserving priority-based scheduler if and only if

UQ(Aj)(τi) ≤ 1 (3)

at every arrival time Aj of τj ∈ Q such that Ai ≤ Aj ≤ Di.

3.2 Interval-Wise Utilization Demands

We describe an extended concept of utilization demand called interval-wise uti-
lization demand, that is defined over a given time interval. Let Q(t, t′) ⊂ Q be
the set of tasks whose arrival times are no later than t′ and absolute deadlines
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are later than t, i.e., Q(t, t′) = {τi|τi ∈ Q, Ai ≤ t′, Di > t}. In other words,
Q(t, t′) includes the tasks that are admitted in the interval [t, t′] as well as the
tasks of Q(t). We define the interval-wise utilization demand for τi ∈ Q(t, t′) by

UQ(t,t′)(τi)
def=

∑
τj∈Q((t,t′),hp(τi)) ej,t

Di − t
(4)

where Q((t, t′), hp(τi)) ⊂ Q(t, t′) represents the set of tasks that have priorities
equal to or higher than τi. By using Theorem 1 and Theorem 2, the above
definition immediately leads to the following schedulability conditions.

Theorem 3. Aperiodic task τi ∈ Q(t, t′) is schedulable with respect to Q(t, t′)
by a work-conserving EDF scheduler if and only if

UQ(t,t′)(τi) ≤ 1. (5)

Theorem 4. Aperiodic task τi ∈ Q is schedulable with respect to Q by a work-
conserving EDF scheduler if and only if

UQ(Ai,Di)(τi) ≤ 1. (6)

The notion of interval-wise utilization demands allows us to handle periodic
tasks as well as aperiodic tasks. Consider a periodic task set P = {τ̃1, τ̃2, . . . , τ̃N}.
Essentially, all instances of periodic tasks can be considered as aperiodic tasks.
That is, an instance τ̃i,j of periodic task τ̃i can be thought of as an aperiodic
task τk that has arrival time Ak = Ãi +(j− 1)T̃i and deadline dk = T̃i. Without
loss of generality, we can say that any periodic set P has an equivalent aperiodic
set QP which consists of all task instances generated by P . We refer to this
aperiodic task set QP as the pseudo-aperiodic set of P . It is obvious that P is
schedulable if and only if all the tasks in QP are schedulable. Thus, we can use
QP to treat periodic tasks and aperiodic tasks in a similar manner.

4 Utilization Demand Analysis for a Mixed Set

Consider a mixed set S of aperiodic set Q and pseudo-aperiodic set QP . Based
on Theorem 4, whenever a new aperiodic task τx arrives, we can guarantee the
schedulability of S = Q ∪ QP ∪ {τx} by ensuring that the utilization demand
US(Ai,Di)(τi) does not exceed 1 for any τi ∈ S. However, this straightforward
approach is inappropriate for on-line admission control because we have to per-
form schedulability checks for an unbounded number of periodic task instances
in QP . In this section, we introduce a notion of uniform boundedness of utiliza-
tion demands, and then use this notion to develop an O(n) schedulablity test
for a mixed set under EDF.

4.1 Uniform Boundedness of Utilization Demands

We first show an important property of periodic task sets. The following theorem
states that if P is schedulable, then the utilization demand UQP (t,t′)(τi) of any
task τi ∈ QP can never exceed the aggregate processor utilization of P .
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Theorem 5. Let UP =
∑N

i=1
ẽi

T̃i
be the utilization of periodic task set P =

{τ̃1, τ̃2, . . . , τ̃N} where d̃i = T̃i. If P is schedulable by EDF, then

UQP (t,t′)(τi) ≤ UP (7)

for all τi ∈ QP (t, t′) and for all t < Di and t′ ≥ Ai.

Theorem 5 demonstrates the notion of uniform boundedness of utilization de-
mands. Let ΩQ be a schedule obtained by scheduling Q with an EDF algorithm.
We say that the utilization demands of ΩQ are uniformly bounded if there exists
a positive constant M ≤ 1 such that UQ(t,t′)(τi) ≤ M for all τi ∈ Q(t, t′) and for
all t < Di and t′ ≥ Ai. Thus, by Theorem 5, any pseudo-aperiodic task set QP

has a uniform bound UP if P is schedulable, i.e., UP ≤ 1.
The following theorem shows another important property. It shows that

scheduling a mixed task set generates a uniformly bounded schedule if each
of the individual task set has a uniform bound and if the sum of the individual
bounds is no greater than 1.

Theorem 6. For two given task sets Q1 and Q2, suppose that ΩQ1 and ΩQ2

have uniform bounds M1 and M2, respectively, on their utilization demands.
If M1 + M2 ≤ 1, the utilization demands of the mixed schedule ΩQ1∪Q2 are
uniformly bounded by M1 + M2.

4.2 Utilization Demand Analysis Based on Fluid-Flow Model

Theorem 5 and 6 suggest that if the processor utilization UP of ΩQP is no
greater than 1 and the aperiodic schedule ΩQ has a uniform utilization bound
no greater than 1−UP , we can guarantee all the deadlines of Q∪QP . To do so,
we need to isolate the aperiodic schedule ΩQ from the mixed schedule ΩQ∪QP

and bound the utilization demands of ΩQ. This approach can be viewed as
exploiting the “separation” mechanism of the fluid-flow scheduling discipline of
GPS (generalized processor sharing) [7], which divides the processor bandwidth
into separate flows and tasks are scheduled independently within the separate
flows. Recall that we adopted EDF, not the fluid-flow GPS algorithm, for task
scheduling. EDF interleaves tasks and has no separation mechanism. However,
because EDF is an optimal algorithm, fluid-flow based analysis allows for safe
admission tests. That is, if tasks are schedulable by the fluid-flow GPS algorithm
they are also schedulable by EDF.

Suppose that a new aperiodic task τx arrives at time t = Ax. Let Q′ =
Q ∪ {τx} and S′ = Q′ ∪ QP . We define Uad(τi) for any τi ∈ Q′ as the pure
aperiodic utilization demand that is obtained from the isolated schedule ΩQ′ .
Here, we want to admit τx only if the pure aperiodic utilization demand Uad(τi)
remains uniformly bounded by 1−UP . It is important to note that for the mixed
schedule ΩS′ , the sum of the residual execution times of aperiodic tasks does
not give the pure aperiodic demand Uad(τi) because of the interference caused
by periodic task instances. In fact, it would give a larger value than the actual
Uad(τi) since aperiodic tasks can be delayed by periodic tasks.
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Aperiodic
Flow

Periodic
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time
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τ̃1,1 τ̃1,3τ̃1,2 τ̃1,4

τ̃3,2 τ̃3,3

τ3

τ̃3,1

Fig. 2. Schedule of a mixed set with fluid-flow GPS discipline

To compute an exact value of Uad(τi), we first need to assume that all the ape-
riodic tasks are mapped to a single flow with processor bandwidth 1−UP , while
each periodic task τ̃i is mapped to a separate flow with processor bandwidth
ẽi/T̃i. Figure 2 illustrates our fluid-flow analysis model, where three aperiodic
tasks are mapped to a single flow with bandwidth 1−UP and periodic tasks are
mapped to separate flows collectively contributing a constant utilization demand
UP . Based on this, the exact value of Uad(τi) can be obtained by simulating the
fluid-flow GPS scheduling as proposed in [7]. But this would requires a complex
algorithm like Virtual Clock algorithm [12]. Instead, in this paper we present a
simpler method that can be implemented as an algorithm of O(n) complexity
with a very small data structure.

If we consider the isolated schedule ΩQ′ , it is easy to see that the pure aperi-
odic demand Uad(τi) is affected by two types of interference from other aperiodic
tasks in Q′; (1) preemption by higher-priority aperiodic tasks that are admit-
ted during the interval [Ai, Di], and (2) backlogged execution time requirements
caused by previous higher-priority aperiodic tasks that were admitted before Ai

but whose deadlines have not expired by Ai. If we use Pi and Bi to denote the
preemption time and the backlog time, respectively, the pure aperiodic utiliza-
tion demand Uad(τi) is given by

Uad(τi) =
Bi + Pi + ei

Di − Ai
. (8)

In Eq.(8), the preemption time can be easily obtained at run-time. The pre-
emption time Pi for τi is initially 0 at its arrival time Ai, and is incremented at
every admission of a high-priority task in the interval between its arrival time
Ai and deadline Di. Formally, the preemption time Pi is defined by

Pi =
∑

τj∈PREEMPT (τi)

ej. (9)

where PREEMPT (τi) = {τj |Aj ≥ Ai and Dj ≤ Di for τj ∈ Q′}.
We now describe how to compute backlog execution time Bi. In Figure 3, the

shaded area Bi represents the backlog execution time caused by previous high-
priority tasks including τk+1, . . . , τj−1, τj . Let f̂j be the completion time of τj in
the isolated schedule ΩQ′ . Note that f̂j differs from the actual completion time
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Aj

Dj Di

· · ·1 − UP

Ai f̂j

Pi + eiPj + ej

BiBj

Fig. 3. Computation of backlog execution time in the isolated schedule ΩQ′

of τj in the mixed schedule ΩQP ∪Q′ . We refer to f̂j as the virtual completion
time of τj . It is easy to see from Figure 3 that if Bi ≥ 0,

Bi = (1 − UP )(f̂j − Ai). (10)

Also from Figure 3, the virtual completion time f̂j of τj is given by

f̂j = Aj +
Bj + Pj + ej

1 − UP
= Aj +

(Dj − Aj) · Uad(τj)
1 − UP

. (11)

Thus, it immediately follows that

Bi = Uad(τj) · (Dj − Aj) − (1 − UP )(Ai − Aj) (12)

where the task τj is defined as the task that has the lowest priority task among
the tasks in Q((Ai), hp(τi)) − {τi}. Since Bi is no less than 0

Bi = max{Uad(τj) · (Dj − Aj) − (1 − UP )(Ai − Aj), 0}. (13)

Eq.(8), Eq.(9), and Eq.(13) allow us to compute Uad(τi) in an iterative manner.
This means that the fluid-flow GPS simulation is not necessary in practice. Now,
the following theorem summarizes our results showing that it suffices to consider
only aperiodic tasks to guarantee the schedulability of a mixed set S = Q∪QP .

Theorem 7. A mixed set S = Q ∪ QP is schedulable by an EDF scheduler, if
Uad(τi) ≤ 1 − UP for each aperiodic task τi ∈ Q.

Using Theorem 7, one can easily determine the schedulability for a mixed
task set by merely considering the utilization demands of aperiodic tasks. Note
that our fluid-flow based admission test loses optimality in the sense that ape-
riodic tasks which may be admitted if exact EDF admission tests were done
may well be rejected. However, our admission control scheme significantly re-
duces the complexity of exact admission test without seriously compromising
the optimality. From an implementation point of view, the system has only to
maintain a very small data structure for current aperiodic set Q(t). On the ar-
rival of an aperiodic task τx, the system only needs to compute Uad(τi) for each
τi ∈ Q(t)∪ {τx}. Thus, the admission control algorithm has a run time of O(n),
where n is the number of current aperiodic tasks in Q(t).
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5 Experimental Evaluation

In this section, we present simulation results to provide a performance evalua-
tion of our admission control scheme. We implemented three admission controllers
based on utilization demand analysis (UDA), synthetic utilization bounds (SYN)
[1], and total bandwidth server (TBS). We also implemented a workload generator
that can produce periodic and aperiodic requests with various task parameters.

Processor utilization was used as a performance metric in our simulations.
For each simulation, we measured actual processor utilization and compared
it to the generated input workload that ranged up to 150% of total processor
utilization. We also used the density defined as ei

di
to capture the tightness of

deadline for task τi.
Figure 4 shows the measured processor utilization for mixed task sets and

compares the UDA-based scheme and the SYN-based scheme. Each of mixed
task set consists of 10000 aperiodic tasks and 5 periodic tasks with processor
utilization UP = 0.1, 0.2, 0.3, 0.4. All the task sets have the average density value
of 0.1. It can be seen that the UDA-based scheme gives a faster convergence to
100% utilization compared to the SYN-based scheme throughout the experiment,
and the maximum improvement was around 13% when the average density was
0.4 and the input workload was 100%.

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

 0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3  1.4  1.5

A
ct

ua
l p

ro
ce

ss
or

 u
til

iz
at

io
n

Input workload generated by aperiodic tasks

periodic task utilization
0.1
0.2
0.3
0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 1.1

 0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3  1.4  1.5

A
ct

ua
l p

ro
ce

ss
or

 u
til

iz
at

io
n

Input workload generated by aperiodic tasks

periodic task utilization
0.1
0.2
0.3
0.4

(A) (B)

Fig. 4. Measured processor utilization: (A) UDA scheme and (B) SYN scheme
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Figure 5 compares the UDA-based scheme and the TBS-based scheme for
mixed task sets. For this comparison, we used a common periodic utilization 0.1
for periodic tasks and varied the average density from 0.01 to 0.4. It can be seen
that the UDA-based scheme achieved better processor utilization as the density
value increased. The maximum improvement was around 6% when the density
was 0.4 and the input workload was 100%.

6 Conclusion

In this paper, we investigated the problem of guaranteeing hard deadlines for a
mixed set of periodic and aperiodic tasks. Our major contribution is two-fold.
First, we introduced the notion of utilization demand, which provides a necessary
and sufficient schedulability condition for pure aperiodic task sets. Second, by
combining the utilization demand analysis with the fluid-flow scheduling model,
we developed an effective admission control scheme for a mixed set of periodic
and aperiodic tasks.
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Abstract. Recent advent of IP-based broadband networks makes the availabil-
ity of information and communication service to network and system failures to 
become a critical issue. In this paper, we propose a dynamic MPLS VPN path 
management methodology which can rapidly find an optimal backup service 
path, while satisfying the TE resilience requirements from customers under 
multiple link failures. Specifically, we have derived the conditions for testing 
the availability of feasible backup paths satisfying the resilience constraints in a 
special MPLS VPN network in which the VPN path has monotonic property. 
We present fast VPN backup path construction algorithms which can dynami-
cally make the MPLS VPN service to be available with minimal disruption, sat-
isfying the resilience requirement from the customers. The simulation has been 
done to evaluate the performance of the approach. 

1   Introduction 

Recent advent of IP-based broad bandwidth networks makes the availability of infor-
mation and communication service to system failures to become a critical issue. The 
resilience implies the capability of recovery from these failures. In multi-protocol 
label switching (MPLS) VPN network [1], it is necessary to provide a contracted 
reliable service to the customers with minimal or no disruption of service in case of 
unexpected multiple failure occurrences. Currently, active research work including 
those of international standard bodies [2, 3] is going on for modeling and realizing the 
resilience in an MPLS network.  

Traditionally, VPNs have been mostly provided by the leased lines, but the devel-
opment of new technology such as (MPLS) enables the service providers to look for 
the better cost-effective solutions in terms of scalability, security and quality of ser-
vice.  The provisioning of VPN over MPLS among different Autonomous Systems 
has been being standardized by IETF [4], and several vendors are already providing 
proprietary solutions such as Cisco’s BGP/MPLS VPN, Nortel’s MPLS-based Virtual 
Router, and Lucent’s Virtual Router. MPLS could provide Internet service with QoS 
guarantee to the customers over MPLS backbone. 

In IP/MPLS VPN, the IP traffic of a VPN customer site is transmitted through a 
provider’s connection-oriented data paths, i.e., the label-switched paths (LSPs) of an 
MPLS backbone. In order to provide better manageability, availability, and perform-
ance, the IP/MPLS VPN is often configured in a full mesh structure for multi-point 
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connectivity [4]. In this paper, we present a MPLS VPN path management methodol-
ogy for sustaining high service availability under multiple simultaneous link failure 
occurrences. We present a dynamic path management strategy in a mesh-type MPLS 
VPN network. We have designed the testing and recovery mechanisms for an MPLS 
VPN network which can rapidly find an optimal backup service path which satisfies 
the TE resilience constraints from customers under multiple link failures. The surviv-
ability of MPLS paths is represented in traffic engineering (TE) resilience attributes 
for LSP of MPLS [5,6]. 

Lee and Griffith [7] presented a hierarchical scheme to resolve multiple failures at 
the MPLS networks. Their scheme assigns the failed primary path with high-priority 
to the pre-reserved path and the other failed path to the shared backup path. However, 
they did not consider segment restorations. Clouquer and Grover [8] analyzed the 
availability of the span-restorable mesh networks under dual-failure scenarios. How-
ever, their approach is limited to dual failures. We recently presented a resilience 
model and the mechanism for VPN service path management in a MPLS VPN net-
work with a full-mesh configuration [9]. In the current paper, we have presented VPN 
service path management in a special mesh-type MPLS network where the primary 
path of MPLS network has the monotonic property, i.e., either increasing or decreas-
ing sequence of degrees. A fast dynamic MPLS VPN path management algorithm has 
been proposed and simulation results are presented to evaluate the performance of the 
proposed approach.  

In Section 2, we present the recovery model of IP/MPLS backbone with resilient 
constraints. In Section 3, we derive the existence conditions for fast backup path con-
struction for a MPLS VPN with monotonic path configuration. In Section 4, we pre-
sent a fast recovery mechanism which can dynamically maintain backup paths in case 
of multiple failure occurrences, and shows the simulation results for the evaluation of 
the performance. Finally, we conclude in Section 5. 

2   Resilience Model for VPN Path Management in MPLS Network 

In MPLS, a primary path is the working path along which the VPN data traffic fol-
lows. A backup path is the path along which the VPN data traffic follows when the 
primary path is unavailable due either to the failure of links or nodes. An explicit 
route for VPN LSPs is determined by a path selection process which usually utilizes a 
constraint-based routing technique. After the path selection process is performed, the 
VPN LSPs may be instantiated by signaling protocols. In an MPLS restoration 
mechanism, backup paths can be pre-provisioned without resources being allocated. 
After failures occur, the resources for the backup path can be allocated, and then a 
failed primary path can be switched to the backup path. This approach may greatly 
reduce the setup time in comparison with restoration mechanisms in which no backup 
paths are pre-provisioned. 

In MPLS, a set of attributes is defined to control LSPs, and among these, the resil-
ience attribute is used to determine the behavior of LSPs when failures occur [10]. In 
[9], the path resilience is defined to be a normalized ratio of the fraction of the protec-
tion region of a path. A primary path is said to have k-protection if any segment of the 
path, consisting of (k-1) adjacent nodes and k links connecting these nodes is  
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Fig. 1. Backup path candidates for VPN path recovery 

protected by the backup paths [9]. In this case, the primary path is said to have a pro-
tection region of length k. We assume that the resilience constraint determines the 
length of the protection region, i.e., the k-protection. Path domain denotes the set of 
nodes in the primary path, and non-path domain implies the set of nodes not in the 
primary path which can be used for the construction of backup paths. 

For the segment recovery mechanism, we use the backup path design rule in [9]. It 
says that the backup paths, for a given primary path, should follow the same sequence 
of nodes and links of the primary path in the sub-paths shared in both the primary and 
backup paths. Furthermore, no component in the protection region of a primary path 
should be used for the construction of backup paths, except for the beginning and 
ending nodes of the protection region. Applying the rule to segment recovery, we 
have two types of backup segment candidates: Type-1 and type-2 candidates. Type-1 
consists of two nodes, the beginning node and ending node of the protection region, 
and the direct link connecting them. For example, the sub-path consisting of only 
nodes S and D in Fig. 1, which is indicated by a dotted line, is such a candidate 
backup segment. The type-2 candidate is the sub-path <S, R1, R2, … , Rn, D> in  
Fig. 1, where S and D are the beginning and ending nodes of the protection region, 
respectively. R1,…,Rn are the nodes in the non-path domain. There aren’t any other 
types for the construction of the k-protection backup segments. The beginning nodes 
of the primary paths in MPLSVPN network have knowledge of the whole network. 
This is possible because MPLS employs IP-based routing protocols such as OSPF to 
which the whole network topology and all link status are available. 

3   Conditions for Testing Backup Path Availability 

We derive the condition which guarantees the existence of backup path under multi-
ple failure occurrences satisfying the resilience constraint in a special mesh-type 
MPLS network. Let P and R denote path domain and non-path domain, respectively. 
Let <P1, P2, …, Pn> be a primary path in an MPLS network with N nodes. Let )( iPU  

be a unit step function such that it becomes one if there exists a direct link from a 
node Pi to a node Pi+k, otherwise zero, where Pi, Pi+k ∈  P  for { })(,...,2,1 kni −∈ . 

Let f be a function f : P →  R such that for a given path, f is the number of direct 

links from a node P in path domain to nodes in non-path domain. 
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Theorem 1: For a general mesh-type MPLS network, let us assume that there exists a 
sub-path  <P1, Pk+1, P2k+1, …, Pk(2m-1)+1, P2km+1> of the primary path such that the de-
gree of the nodes of the sub-path for the links  from path domain P to non-path do-
main R is monotonic decreasing, i.e., )( 1+ikPf ≥ )( 1)1( ++ kiPf  if  i  = 0,1,2, …, 2m-1, 

and the sub-graph consisting of only nodes in R is connected. Suppose that there are 
no direct links between any non-adjacent nodes of the primary path, and n = 2km+1 
for some positive integers k and m.  Then, the sub-path <P1, Pk+1, P2k+1, …, Pk(2m-1)+1, 
P2km+1> of the primary path has k-protection even though (ζ  - 1) number of links 

from {P1, Pk+1, P2k+1, …, Pk(2m-1)+1, P2km+1} to R fails, where ζ  = 
=

+−

m

j
kjPf

1
1)12( )( . 

Proof: We prove it by induction. Let 'P  be {P1, Pk+1, P2k+1, …, Pk(2m-1)+1, P2km+1}. Let 
ζ  be the minimum number of link failures from the subset 'P  to the non-path do-

main R which would not permit the construction of any primary path with k-
protection. Let us consider for the case m = 1. In this case, 'P  is equal to {P1, Pk+1, 
P2k+1}. Thus, if all the links, i.e., )( 1+kPf  from the node Pk+1 to the nodes in R fail, 

there is no way to construct any k-protection backup paths. Since )( 1+ikPf ≥  

)( 1)1( ++ kiPf  if  i  = 0,1,2, …, 2m-1, the number )( 1+ikPf is a minimum number of link 

failures from 'P  to the non-path domain R which would not allow the construction of 

k-protection backup path. Therefore, ζ is equal to ζ  = 
=

+−

m

j
kjPf

1
1)12( )(  for m = 1. 

Now, let us assume that the minimum number of link failures from 'P  to the non-

path domain R is equal to 
=

+−

n

j
kjPf

1
1)12( )(  for m = n. For m = n + 1, 

if )( 21)12( kknPf ++− links from the node P(2n-1)k+1+2k to the nodes in R fail, there is no way 

to construct any k-protection backup path for the sub-path <P(2n-1)k+1+k, P(2n-1)k+1+3k>, 
i.e., <P2nk+1, P2(n+1)k+1>. Since )( 1)12( +− knPf ≥  )( )21)12( kknPf ++− , we know that the mini-

mum number of link failures becomes 
=

+−

n

j
kjPf

1
1)12( )(  + ).( 21)12( kknPf ++−  Since 

)( )21)12( kknPf ++− is equal to )( 1)1)1(2( +−+ knPf , this leads to the fact that ζ is equal 

to
+

=
+−

1

1
1)12( )(

n

j
kjPf  for m = n +1. Since any one link from the ζ  number of link failures, 

if it does not fail, could be used to construct a k-protection backup path, ( ζ - 1) is the 

maximum number of allowable link failures which guarantees the existence of a k-
protection backup path. This completes the proof.                                                         

Now, let us consider the more general case in which all the nodes in the primary 
path have a monotonic decreasing sequence of degree. 

Theorem 2 (Optimality Theorem): For a general mesh-type MPLS network, let us 
assume that the degree of the nodes in the primary path <P1, P2, …, Pn> for the links 
from the path domain P to the non-path domain R is monotonic decreasing, i.e., either 

)( iPf ≥  )( jPf  if i ≤   j for i, j = 1,2, …, n, and the sub-graph consisting of the only 

nodes in R is connected. Suppose that there are no direct links between any non-
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adjacent nodes of the primary path. Then, the primary path with n nodes has k-
protection even though ( ζ  - 1) number of links from P to R fails, where ζ  =  

( )
= =

+−
k

i

m

j
ikjPf

1 1
)12(  and n < N, n = 2km +1+ l   for l  = 0, 1, …, k.  

Proof: Without loss of generality, let us assume that the primary path has the configu-
ration shown in Fig. 2, in which the primary path is partitioned into the groups of 2k 
links and the remaining l -1 links. Let us partition the nodes of the primary path into 
a collection of subsets of nodes such that P = P1 ∪ P2, …, ∪ Pk, where P1  = {P1, 
Pk+1, P2k+1, …, Pk(2m-1)+1, Pk(2m-1)+1}, P2 = {P2, Pk+2, P2k+2, …, Pk(2m-1)+2, Pk(2m-1)+2}, …, Pk 

= { Pk, P2k, P3k,…, Pk(2m-1)+k}. Then, according to Theorem 1, we know that the mini-
mum number of link failures which would not allow to build a k-protection backup 

path for the subset Pi for i = 1, 2, …, k, is 
=

+−

m

j
kjPf

1
1)12( )( . Since there are k subsets 

which are built from the partition, the total number of link failures from P to R, which 
would not permit constructing the k-protection backup path, becomes the sum of link 

failures associated with subsets Pi for i = 1, 2, …, k, i.e., ( )
= =

+−
k

i

m

j
ikjPf

1 1
)12( .              

 

Fig. 2. A general k-protection primary path with monotonic decreasing degrees of nodes 

(ζ  - 1) is the maximum number of allowable link failures which guarantees the 

construction of a k-protection backup path under any multiple failure occurrences in a 
MPLS VPN network. It should be noted that we can prove the monotonic increasing 
case similarly if we count the indices of the nodes in the primary path from the ending 
node to the beginning node. The beginning nodes of the primary paths in the MPLS 
VPN network have knowledge of the whole network. This is possible because MPLS 
employs IP-based routing protocols such as OSPF-TE whereby the whole network 
topology and all link status are available. When failures occur, the MPLS signaling 
protocol such as RSVP-TE can be used to detect the failures and to send the failure 
notification message to the beginning nodes.  

For segment S of the primary path P, let )(Sζ be defined as the minimum number 

of link failures which would not allow the construction of the k-protection backup 
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path in S. Let )X( iU  be a unit step function, such that it becomes one if there exists a 

direct link from node Xi to node Xi+k, otherwise zero, where Xi, Xi+k ∈  S  for  
i = 1,2, …, (n-k), and S = {X1, X2,  …, Xn}.  

First, we derive the upper bound of the number of failed links which guarantees the 
existence of the Type-1 backup segments which satisfy the resilience constraint, i.e., 
resilience-guaranteed backup segments.  

Lemma 1. For a general mesh-type MPLS network, let us assume that the degree of 
the nodes in the segment   <X1, X2, …, Xn> for the links from the segment S to the 
non-path domain R is zero, i.e., )X( if = 0 for i = 1,2, …, n. Then, the segment with n 

nodes has k-protection even though ( )(Sζ - 1) number of links of the nodes in S fails, 

where )(Sζ = ( )−

=

kn

i
U

1
iX  and n ≥  k. 

Proof: Type-1 candidate can only be constructed by using the links which directly 
connect two nodes in the segment S. Since there are n nodes with n ≥  k in the seg-
ment S, we can construct a backup segment with length k from Xi to X(i+k) if a direct 

link exists between Xi to X(i+k) for i = 1, 2, …, (n-k). Thus, )(Sζ is equal to ( )−

=

kn

i
U

1
iX . 

If any one link is non-faulty from these direct links, we can construct a k-protection 
backup segment.                                                                                                              

Now, let us consider the segment recovery in an MPLS network, in which the 
nodes <X1, X2, …, Xn> of the segment S have the monotonic property. Let the total 
number of link failures, which are not in P and are incident to the nodes in S, be de-
noted as ).(Sε  

Theorem 3. For a general mesh-type MPLS network, suppose that there exists a seg-
ment S of the primary path P. Suppose that the nodes in S have a monotonic property. 
Then, S has k-protection as long as there exists n nodes in S with n ≥  k and )(Sε ≤  

( )(Sζ - 1) where 

)(Sζ =

( ) ( )

( ) ( ) ( ) >++

≤+

−

=

−

=

++

= =

+−

−

== =

+−

kforXUXfXf

kforXUXf

kn

i

i

k

j

jkm

k

i

m

j

ikj

kn

i

i

k

i

m

j

ikj

l

l

l

11

)12(

1 1

)12(

11 1

)12(

 (1) 

and n = 2km + l   for l  = 0, 1, …, (2k-1), and m is a non-negative integer. 

Proof. We should consider two types of backup candidates: Type-1 and Type-2. First, 

for Type-1, according to Lemma 1, we know that )(Sζ is equal to ( )−

=

kn

i
U

1
iX . Next, let 

us consider Type-2 candidate. Since n ≥  k, the k-protection backup path can be con-
structed within S. Furthermore, since the nodes in S have a monotonic decreasing 
sequence of degrees, we know according to Theorem 2 that if )(Sε ≤  ( )(Sζ - 1) with 
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)(Sζ = ( )
= =

+−

k

i

m

j

ikjXf
1 1

)12( , it is possible to construct a k-protection backup seg-

ment in S for n = 2km +1+ l , l  = 0, 1, …, k. This is because a segment itself can be 
treated as a primary path with the length n. 

In the case of l > k, it should be noted that the links from the nodes X(2m-1)k+1+2k 
can be used for the construction of the k-protection backup segments. Therefore, since 
X(2m-1)k+1+2k is equal to X(2m+1)k+1 , all links from the node X(2m+1)k+1 to the nodes in R 
should be accounted for when calculating the minimum number of link failures. Simi-
larly, the links from the set of nodes {X(2m+1)k+2, …, X(2m+1)k+(l-k) } to the nodes in R 
should be accounted for when calculating the minimum number of link failures. Thus, 

)(Sζ = ( )
= =

+−

k

i

m

j

ikjXf
1 1

)12(  + ( )
−

=

++

k

j

jkmXf
l

1

)12(   for l > k. Finally, by summing 

up both the results from Type-1 and Type-2, the proof is completed.                           

When multiple failures are notified from segments in the primary path of MPLS 
network, we can quickly determine whether a k-protection backup segment can be 
constructed by counting the number of failure notifications associated with the seg-
ment S. The testing condition of Theorem 3 enables fast decision-making to be possi-
ble. If the number of failure notification exceeds the upper bound, the existence of 
backup segment with k-protection is not guaranteed. In the worst case, there will be 
no resilience-guaranteed backup segments so that the search time might be extremely 
large. 

4   Dynamic Path Management Strategy and Simulation Results 

We present the MPLS path management methodology which is described in Proce-
dure Dynamic_Path_ Management. It should be noted that the computational com-
plexity of the Procedure Dynamic_Path_Management is mainly dependent on Proce-
dure Fast_Backup_Path_ Construct in Step 3-3. It is found that the computational 
complexity of Procedure Fast_ Backup_Path_Construct is found to be O (N2) in [9]. 
Ler MaxNumber is defined as the value of ζ for the primary path P. 

 
Algorithm. Dynamic_Path_Management (Total Number of Link Failures, Resilience 
Constraint);/* Test the availability of the k-protection backup path. If available, con-
struct the backup path with minimal cost. */ 

Begin 
Step1: Construct backup paths in advance according to    the 
user QoS requirement on resilience, and distribute the input 
traffic load to both primary and backup paths according to 
the load sharing policy;  
Step2: If multiple failures occur, test whether the backup 
path is available, and switch the input traffic to the 
available backup path;  
Step3: Otherwise, construct another backup path satisfying 
the resilience constraint by testing the existence condi-
tions of Theorem 3 as follows:  
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Step3-1: If Upon receiving the multiple failure notifica-
tions, update the MPLS configuration database;  
Step3-2: Calculate MaxNumber for the construction of the k-
protection backup path availability;  
Step3-3: If the Total Number of Multiple Link Failures < 
MaxNumber 
Then {Find all the feasible backup paths running the algo-
rithm Fast_Backup_ Path_ Construct in [9];}  
Step3-4: Select the backup path with minimal cost from the 
set of feasible backup paths for the k-protection primary 
path; 

End 

In Fig. 3, we show the test configuration of the MPLS backbone for simulation, consist-
ing of 9 nodes, and the links between them representing logical connections. In Fig. 
3(a), the primary path is <N1, N3, N5, N7, N9> and there are two backup paths: Backup 
Paths 1 and 2. Backup Path 1 is <N1, N2, N6, N9> and Backup Path 2 is <N1, N4, N8, 
N9>. Here, N1 and N9 are target MPLS end nodes, i.e., the source and destination 
nodes, respectively. Here, the resilience value of the primary path in this case could be 1 
if only one backup path is reserved, and 2 if both backup paths are reserved.   

 

(a) Test for resilience values: 1 and 2      (b) Backup paths for resilience values: 0.4 and 0.7 

Fig. 3. Test configuration of MPLS VPN backbone for simulation 

Applying the restoration time testing condition, the MaxNumber from the path 
domain {N1, N3, N5, N7, N9} to the non-path domain {N4, N8} for 4-protection is 1, 
and it is also 1 to the non-path domain {N2, N6}. Thus, the minimum number of link 
failures which would not allow the construction of a 4-protection backup path is 2 
since the MaxNumber is 2, taking into account both independent non-path domains 
{N2, N6} and {N4, N8}. Fig. 3(b) shows the backup paths, Backup Path 3 and 
Backup Path 4, for building the primary paths with 2-protection and 3-protection, 
respectively. In the simulation environment shown in Fig. 3, the input data traffic 
enters into the node P1, and is transmitted to node P9. Here, P1 and P9 serve as the 
source node and destination node, respectively. We simulate about 10,000 calls for 
each simulation. When simulating the recovery procedure, it is assumed that the node 
adjacent to the failure location can detect and localize the failures. A failure notifica-
tion message is then sent directly to the source node using the MPLS signaling  
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protocol. The source node usually waits for a very short time interval to check 
whether there are other failure notification messages, and then tests the condition for 
backup availability if a backup path is not reserved or damaged. If the testing condi-
tion is satisfied, it can rapidly reconstruct the backup path using the backup path de-
sign algorithm. The source node can then immediately switches the input data traffic 
to the backup path, resulting in high service availability with minimal service disrup-
tion. Before transmitting the input data, the source node also checks whether the input 
buffer at the MPLS node is available. If available, it delivers the data to the buffer. If 
not available, it either discards the data or switches the data to the available backup 
path according to the load sharing policy. 
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Fig. 4. Restoration time vs. network load   Fig. 5. Blocking probability vs. network load 

In Fig. 4, we show the simulation results for measuring restoration time under dif-
ferent values of resilience and network load. The resilience value is denoted as δ . 
The network load is assumed to have a Poisson probability distribution. Here, restora-
tion time is defined as the average repair time from all successfully restored paths 
[11]. For a resilience value of 2, the curve goes up with increase of network load from 
0.1ms at a load of 40 Erlangs to 0.103ms at a load of 100 Erlangs. For a resilience 
value of zero, the curve goes up from 0.1035ms at a load of 40 Erlangs to 0.11ms at a 
load of 100 Erlangs. Fig. 4 indicates that the restoration time generally increases as 
the network load increases. This is due to the fact that the larger resilience value en-
compasses with the greater load sharing.  

In Fig. 5, we show the characteristics of blocking probability for resilience values: 
0, 1, and 2. The blocking probability is defined as the ratio of the number of unsuc-
cessful connection requests to the total number of connection requests in a network 
[11]. For a resilience value of 2, the curve goes up with increase of network load from 
0.002 at a load of 20 Erlangs to 0.03 at a load of 100 Erlangs. For resilience value of 
zero, the curve has value of 0.004 at a load of 20 Erlangs to 0.075 at a load of 100 
Erlangs. Fig. 5 indicates that the blocking probability also increases as the network 
load increases. However, the blocking probability decreases as the resilience values 
become larger.  This is because with the increasing value of resilience, the signaling 
data can be delivered more reliably.  

5   Conclusion 

IP/MPLS VPN is a promising solution to service providers, which supports IP-based 
connectivity to customers over shared MPLS infrastructure. In this paper, we have 



 A Methodology of Resilient MPLS/VPN Path Management 73 

 

presented an efficient resilient path-management strategy and detailed algorithm for 
resilient MPLS VPN service management. More specifically, we have derived the 
conditions to test the availability of backup paths which satisfy the resilience con-
straint for a special mesh-type MPLS VPN network in which the primary path has 
monotonic property. By testing these conditions for backup path availability, the VPN 
path recovery mechanism can find rapidly the optimal backup path which satisfies the 
resilience constraints under multiple link failures. Along with these existence condi-
tions, an efficient dynamic backup path management strategy has been developed. 
Simulation results show that the proposed dynamic mechanism provides faster service 
recovery than the conventional rerouting mechanism of IETF standards.  
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Abstract. In-network processing emerges as an approach to reduce en-
ergy consumption in Wireless Sensor Networks (WSN) by decreasing the
overall transferred data volume. Parallel processing among sensors is a
promising approach to provide the computation capacity required by
in-network processing methods. In this paper, Hyper-DAG based Map-
ping and Scheduling (HDMS) algorithms for energy constrained WSNs
are introduced. The design objective of these algorithms is to minimize
schedule lengths subject to energy consumption constraints. Simulation
results show that the CNPT-based HDMS algorithm outperforms other
heuristic algorithms with respect to schedule lengths and heuristic exe-
cution times subject to energy consumption constraints.

1 Introduction

In-network processing is shown to be an effective approach to reduce energy con-
sumption in Wireless Sensor Networks (WSN) by decreasing the overall trans-
ferred data volume [1]. In-network processing methods demand considerable
computation capacity subject to timeliness requirements and energy consump-
tion constraints. Sensors’ computation power can be a bottleneck to process data
given timeliness requirements. [1], [2], [3] propose collaborative data processing
architectures by executing low level tasks on sensing sensors and offloading all
other high level processing tasks to cluster heads. However, processing high level
tasks can still exceed the capacity of cluster heads’ computation power.

Parallel processing among sensors is a promising solution to provide the com-
putation capacity required by in-network processing. Task mapping and schedul-
ing has been extensively studied in the area of high performance computing [4]
[5], but remains largely unexplored in WSNs. Task scheduling problem in WSNs
has been considered in the literature recently. In [6], an online task scheduling
mechanism (CoRAl) is presented to allocate the network resources between the
tasks of periodic applications in WSNs. However, CoRAl does not address task
mapping problem. Task mapping mechanisms in wireless networks have been
presented in [7], [8]. Both [7] and [8] assume an existing underlying network com-
munication mechanism without explicitly discussing communication scheduling
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between tasks. Task mapping and task scheduling have been considered jointly
for mobile computing in [9]. However, the communication model adopted in [9]
is not well suited for WSNs.

In this paper, three Hyper-DAG based Mapping and Scheduling (HDMS)
algorithms for WSNs are introduced. The design objective of the algorithms is
to minimize schedule lengths subject to energy consumption constraints. The
performance of these algorithms is evaluated through simulations. Simulation
results show that the CNPT [10] based HDMS algorithm outperforms the other
heuristic algorithms with respect to schedule lengths and heuristic execution
time subject to energy consumption constraints.

2 Network Assumptions and Task Mapping and
Scheduling Problem

Our proposed HDMS algorithms are designed for applications executed within
a cluster of homogeneous wireless sensor networks. The following assumptions
are made for the sensor network: 1. Sensors are grouped into single-hop clusters
with a clustering algorithm. Cluster heads create and coordinate schedules for
communication and computation within clusters. 2. Sensors within a cluster are
time synchronized. 3. Computation and communication can occur simultane-
ously on sensor nodes. 4. The communication within a cluster is isolated from
other clusters through channel-hopping mechanisms.

An application executed in a cluster is modeled by a Directed Acyclic Graph
(DAG) T = (V,E), where the vertex set V denotes the tasks to be executed
and the edge set E denotes the communication and dependency between the
tasks. The computation cost of a task is represented by the number of CPU
clock cycles to execute the task. The communication cost is denoted by the
data volume to be transferred between tasks. Let vi ∈ V denote a task of the
application and eij ∈ E denote the connection between tasks vi and vj . vi is
the immediate predecessor of vj and vj is the immediate successor of vi. A task
without predecessors is called an entry-task and a task without successors is
called an exit-task. A DAG may have multiple entry-tasks and one exit-task.

(a) A DAG Example (b) Hyper-DAG Extension

Fig. 1. DAG and Hyper-DAG Example
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Fig. 1(a) shows a DAG example, where V1 is an entry-task, V8 is an exit-task,
and V5 is the immediate successor and predecessor of V1 and V8, respectively.

Let Hx = {hx
1 , hx

2 , ..., hx
n} denote a set of mapping and scheduling decisions

of an application T on a network G. Each element hx
i ∈ Hx is a tuple of the form

(vi, mk, sik, fik, cik), where mk represents the sensor to which task vi is assigned,
sik and fik represent the start time and finish time of vi, and cik represents
the energy consumption of vi on node mk, respectively. For convenience, let
pred(vi) and succ(vi) denote the immediate predecessors and successors of task
vi respectively, m(vi) denote the sensor on which vi is assigned, and T (mk)
denote the tasks assigned on sensor mk. The target problem P o is to find an
Ho ∈ {Hx} that has the minimum schedule length under the energy consumption
constraint. P o is an NP-complete problem in general [5]. Therefore heuristic
algorithms to solve P o are needed.

3 Hyper-DAG Based Mapping and Scheduling Basics

The proposed HDMS algorithms are based on the observation that the communi-
cation channel is shared by all members of a cluster. In a single-hop cluster, there
can be only one transmission on the wireless channel at a given time. Therefore,
the wireless channel can be modeled as a virtual node CH that executes one
communication task at any time instance [6]. Hence, a single-hop cluster can
be modeled as a star-network where all sensors only have connections with the
virtual node CH. The communication latency between sensor nodes and CH is
considered zero since all wireless communications are accounted for by the tasks
executed on CH. Assuming that a cluster has p sensors that are denoted as
M = {mk} (0 ≤ k < p), a cluster can be represented by a connected, undirected
graph G = (M ′,N), where the set M ′ = M ∪ {CH}, and the set N denotes the
links between the nodes of M ′.

To implement the wireless channel model above, communication should be
explicitly represented in task graphs. Thus, the DAG representation of appli-
cations is extended as follows: For a task vi in a DAG, we replace the edges
between vi and its immediate successors with a net Ri. Ri represents delivery
of v′is result to all of its immediate successors in the DAG. This extended DAG
is a hypergraph and is referred to as Hyper-DAG. The example of converting
the DAG in Fig. 1(a) to a Hyper-DAG is shown in Fig. 1(b). A Hyper-DAG
is represented as T ′ = (V ′, E′), where V ′ = {γi} = V ∪ R denotes the new
set of tasks to be scheduled and E′ represents the dependencies between tasks
with zero link cost. Here, V = {vi} = {Computation Tasks}, and R = {Ri} =
{Communication Task}.

Based on the network model and the Hyper-DAG representation of DAGs,
HDMS has the following constraints when mapping the tasks of a Hyper-DAG:
1. Computation tasks can be assigned only on sensor nodes; 2. Communication
tasks can have multiple copied assigned on sensor nodes and CH ; 3. Communica-
tion tasks assigned on a sensor node have zero execution length and energy cost;
4. To meet Dependency Constraint, a non-entry computation task vi assigned
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on a sensor mk must have all of its immediate predecessors pred(vi), which are
communication tasks, assigned on mk.

With the constraints presented above, HDMS-based task mapping algorithms
need to obey the following rules. If a computation task vi does not have all of
its predecessors on the target sensor mk, the absent predecessor vn ∈ pred(vi)−
T (mk) has to be duplicated to mk: if vn ∈ T (CH), a copy of vn is duplicated to
mk starting from fn,CH ; otherwise, a copy of vn is first duplicated to CH from
the source starting at the earliest available time of CH for vn, then from CH
to mk. To schedule a copy of task vi from sensor ms to CH and from CH to
sensor mr are equivalent to scheduling data broadcast and data reception in the
physical world, respectively. The sender ms and receiver mr of task vi need to
be updated with the corresponding energy consumption. This communication
task duplication procedure is referred to as “Communication Scheduling”.

4 Heuristics

In this section, E2-CNPT, H-MinMin, and H-BottomsUp algorithms are intro-
duced. These are implementations of CNPT [10], Min-Min, and Bottoms Up [9]
algorithms using Hyper-DAGs following the constraints and the rules presented
in Section 3.

E2-CNPT: The E2-CNPT algorithm is based on the Critical Nodes Parent
Trees (CNPT) algorithm [10]. E2-CNPT has two stages: Listing Stage and Sen-
sor Assignment Stage. After the Listing Stage, all tasks in V ′ are enqueued into
mappable task queue L in the order that the most critical path comes the first
and a task is always enqueued after its predecessors. The listing procedure of
E2-CNPT is similar to that of CNPT except for the definitions of Earliest Start
Time EST and Latest Start Time LST,

EST (vi) = max
vm∈pred(vi)

{EST (vm) + wm}, (1)

LST (vi) = min
vm∈succ(vi)

{LST (vm)} − wi, (2)

where wi equals to the execution length on sensor nodes if vi ∈ V or to the
execution length on CH if vi ∈ R.

In the Sensor Assignment Stage, it is assumed that an increased number
of sensors involved in computation decreases the schedule length. The sensor
assignment algorithm iteratively searches the task mapping and scheduling solu-
tion with the maximum number of computing sensors under energy consumption
constraints. Here, a computing sensor is a sensor that executes non-entry-tasks.
The E2-CNPT with q computing sensors is described as follows:

1. Dequeue a task vi from the mappable task queue L created in Listing Phase.
2. Find the sensor mo that gives the minimum Earliest Execution Start Time

(EEST). A non-entry computation task vi ∈ V can only be assigned on one
of the q computing sensors. If a task depends on its immediate predecessor
assigned on another sensor, the “Communication Scheduling” procedure in
Section 3 is executed to meet Dependency Constraint.
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3. Assign vi to mo.
4. Repeat step 1 to 3 until L is empty.

Among the schedules with different number of computing sensors, the one with
the minimum schedule length subject to the energy consumption constraint is
chosen as the solution. If no schedule meets the energy consumption constraint,
the solution with the minimum energy consumption is chosen.
H-MinMin: The Min-Min Algorithm in [9] is extended with a fitness function
for task mapping and scheduling in WSNs. Let EB be the energy consumption
constraint, PE(vi, mk) be the partial energy consumption of the cluster after
assigning task vi to sensor mk, fvi,mk

be the scheduled finish time of task vi on
sensor mk, MFT (vi, mk) be the maximum finish time of the tasks assigned prior
to task vi, NPE(vi, mk) = PE(vi, mk)/EB be the normalized partial energy
consumption of assigning vi on mk, and NPT (vi, mk) = fvi,mk

/MFT (vi, mk)
be the normalized partial execution time of assigning vi on mk. Using α as the
weight parameter, the fitness function of assigning a task vi on sensor mk is
defined as:

fitness(vi, mk) = α · NPE(vi, mk) + (1 − α) · NPT (vi, mk). (3)

The H-MinMin algorithm is summarized as follows.

1. Initialize a mappable task list L with entry-tasks.
2. For each task vi ∈ L, find the sensor mo

i that gives the minimum fitness value
fitness(vi, m

o
i ). The “Communication Scheduling” procedure is executed

to meet Dependency Constraint if necessary and the corresponding energy
consumption is counted into the fitness(vi, mk) calculation.

3. From the task/sensor pairs found in step 2, find the pair (vo, mo) with the
minimum fitness value.

4. Remove task vo from L and assign vo to sensor mo.
5. Update L with any new mappable tasks after step 4.
6. Repeat steps 2 to 5 until all tasks are scheduled.

In the algorithm above, a “mappable task” is either an entry-task or a task
that has all immediate predecessors already assigned. Among the schedules with
different values of α (α = 0.1 · i, i = 0, 1, ...10), the schedule with the minimum
schedule length subject to the energy consumption constraint is chosen as the
solution. If no schedule meets the energy consumption constraint, the one with
the minimum energy consumption is chosen.
H-BottomsUp: The fitness function of the modified Bottoms Up [9] is the same
as that of the H-MinMin algorithm. Different from H-MinMin, a mappable task
in Bottoms Up is either an exit-task or a task that has all immediate successors
already mapped. The H-BottomsUp algorithm can be outlined as following:

1. Assign levels to the tasks: entry-tasks have level zero; a non-entry-task is
one level higher than the maximum of its immediate predecessors’ levels.

2. From the highest level to the lowest level, consider all mappable tasks within
each individual level.
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3. For each mappable task vi in the current level, find the sensor mk that
gives the minimum fitness(vi, mk). Execute the “Communication Schedul-
ing” procedure to meet Dependency Constraint if necessary.

4. From the task/sensor pairs found in step 3, find the pair (vo, mo) with the
minimum fitness value, assign vo to mo.

5. Repeat step 3 to 4 until all tasks in the present level are assigned.
6. Repeat step 2 to 5 until all tasks are mapped.
7. Schedule the tasks in the reverse order that they were assigned.

In the algorithm above, the “Communication Scheduling” procedure is similar
to that presented in Section 3 except that the absent immediate successors of a
computation task are duplicated instead of the absent immediate predecessors.
In [9], a weight factor α = 0.52 is reported to provide best performance under
all scenarios. In this paper, the H-BottomsUp algorithm with α = 0.52 is eval-
uated (referred to as F-BottomsUp). To further study the performance of the
H-BottomsUp algorithm in WSNs, the H-BottomsUp algorithm is also executed
with α ranging from 0 to 1 in steps of 0.1 (referred to as E-BottomsUp).

5 Performance Evaluation

The performance of E2-CNPT, Min-Min, F-BottomsUp, and E-BottomsUp al-
gorithms are evaluated through simulations. The performance of the distributed
computation architecture (referred to as DCA) [1] [2] is also evaluated as a
benchmark. DCA is extended such that several sensors perform entry-tasks and
send intermediate results to cluster heads for further processing. We have run
simulations to investigate the following aspects: 1. Effect of energy consumption
constraints; 2. Effect of number of tasks in applications; 3. Effect of communi-
cation load between tasks; 4. Comparison of Heuristic Execution Times.

In these simulations, we observe energy consumption and schedule lengths.
The energy consumption includes computation and communication energy ex-
penditure of all sensors. The schedule length is defined as the finish time of the
exit-task of an application. In the last set of experiments, the execution times
of E2-CNPT, H-MinMin, F-BottomsUp, and E-BottomsUp are normalized by
the execution time of DCA, which serves as a relative metric of the algorithm
complexity. The simulation results presented in this section correspond to the
average of two hundred independent runs.
Simulation Parameters and Energy Consumption Model: In our simu-
lation study, the bandwidth of the channel is set to 1Mb/s and the transmission
range to 10 meters. The sensors have the clock frequency of 100 MHz. The
energy consumptions of transmitting and receiving l-bit data over distance d
are defined as Etx(l, d) = Eelec · l + εamp · l · d2 and Erx(l) = Eelec · l, where
Eelec = 50 nJ/b and εamp = 10 pJ/b/m2 [11]. The energy consumption of exe-
cuting N clock cycles (CC) with CPU frequency f is given as: Ecomp(Vdd, f) =

NCV 2
dd + Vdd(Ioe

Vdd
nVT )(N

f ) and f 
 K(Vdd − c), where VT is the thermal voltage
and C, Io, n, K and c are processor dependent parameters [2]. In our simulation,
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Fig. 2. Effect of Energy Budget

we consider the StrongARM SA-1100 microprocessor, where VT = 26 mV, C =
0.67 nF, Io = 1.196 mA, n = 21.26, K = 239.28 MHz/V and c = 0.5 V [1], [2].

Simulations are run on randomly generated DAGs, which are created based
on three parameters, namely, the number of tasks numTask, the number of entry-
tasks numEntry, and the maximum number of immediate predecessors maxPred.
The number of each non-entry task’s immediate predecessors, the computation
load, and the resulting data volume of a task are uniformly distributed over [1,
maxPred ], [300 KCC ±10%], and [800 bits ±10%], respectively.

Effect of Energy Consumption Constraints: We investigate the effect of en-
ergy consumption constraints with randomly generated DAGs. The parameters
of DAGs considered for this set of simulations are numTask = 25, numEntry =
6, and maxPred = 3. The energy consumption and schedule length are observed
for different available energy levels (referred to as Energy Budget). According
to Fig. 2, when the energy budget is small, H-MinMin and F-BottomsUp fail
to meet energy constraints while E2-CNPT and E-BottomsUp succeed. When
the energy budget increases, the schedule lengths of E2-CNPT, H-MinMin, and
E-BottomsUp decrease while DCA and F-BottomsUp hardly improve their sched-
ule lengths. With sufficient energy supply, E2-CNPT and H-MinMin improve
schedule lengths up to 63% while F-BottomsUp and E-BottomsUp obtain 60%
improvement in comparison to DCA. From the simulation results, we can see that
E2-CNPT comprehensively outperforms H-MinMin, F-BottomsUp and
E-BottomsUp with respect to meeting energy constraints and shortening sched-
ule lengths.

Effect of Number of Tasks in Applications: To investigate the effect of
number of tasks in applications, three sets of simulations are run on randomly
generated DAGs with 20, 25 and 30 tasks (numEntry = 6, maxPred = 3). Accord-
ing to the simulation results in Fig. 3, energy consumption and schedule length
are dominated by the number of tasks. When the number of tasks increases,
the energy consumption of DCA and F-BottomsUp increases proportionally.
E2-CNPT, H-MinMin, and E-BottomsUp on the other hand adapt themselves
to the increasing energy budget. For small energy budgets, the schedule lengths
of all five algorithms increase when the number of tasks increases. However, for



Comparison of Hyper-DAG Based Task Mapping 81

4500 5000 5500 6000 6500 7000 7500 8000 8500
4500

5000

5500

6000

6500

7000

7500

8000

Energy Budget(uJ)

E
ne

rg
y 

C
on

su
m

pt
io

n 
(u

J)

Energy Budget
DCA(30 Tasks)
EE−CNPT(30 Tasks)
H−MinMin(30 Tasks)
F−BottomsUp(30 Tasks)
E−BottomsUp(30 Tasks)
DCA(25 Tasks)
EE−CNPT(25 Tasks)
H−MinMin(25 Tasks)
F−BottomsUp(25 Tasks)
E−BottomsUp(25 Tasks)
DCA(20 Tasks)
EE−CNPT(20 Tasks)
H−MinMin(20 Tasks)
F−BottomsUp(20 Tasks)
E−BottomsUp(20 Tasks)

(a) Energy Consumption

4500 5000 5500 6000 6500 7000 7500 8000 8500
20

30

40

50

60

70

80

Energy Budget(uJ)

S
ch

ed
ul

e 
Le

ng
th

 (
m

s)

DCA(30 Tasks)
EE−CNPT(30 Tasks)
H−MinMin(30 Tasks)
F−BottomsUp(30 Tasks)
E−BottomsUp(30 Tasks)
DCA(25 Tasks)
EE−CNPT(25 Tasks)
H−MinMin(25 Tasks)
F−BottomsUp(25 Tasks)
E−BottomsUp(25 Tasks)
DCA(20 Tasks)
EE−CNPT(20 Tasks)
H−MinMin(20 Tasks)
F−BottomsUp(20 Tasks)
E−BottomsUp(20 Tasks)

(b) Schedule Length

Fig. 3. Effect of Number of Tasks (30 tasks VS 25 tasks VS 20 tasks)

E2-CNPT, H-MinMin, and E-BottomsUp, the schedule lengths reduce when
the energy budget increases. However, the schedule lengths of DCA and F-
BottomsUp increase proportionally when the number of tasks increases.

Effect of Inter-task Dependency: Inter-task dependency is determined by
the in/out degree of application DAGs. Two sets of simulations with maxPred =
3 and maxPred = 6 (numTask = 25, numEntry = 6) are executed. According to
Fig. 4, inter-task dependency has almost no effect over the performance of DCA.
Both of the energy consumption and schedule length increase when inter-task de-
pendency increases in E2-CNPT, H-MinMin, F-BottomsUp, and E-BottomsUp.
The robustness of DCS against inter-task dependency change is because DCA
has most tasks executed on cluster heads with the least need for communication.
Regarding E2-CNPT, H-MinMin, F-BottomsUp, and E-BottomsUp, increasing
the in/out degree of DAGs does not introduce new communication tasks but
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Fig. 5. Normalized Heuristic Execution Time(30 tasks VS 25 tasks VS 20 tasks)

increases the dependency between a communication task and its immediate suc-
cessors. Greater dependency degree between tasks leads to a higher number of
communication tasks scheduled on CH and less parallelism between sensors,
which causes more energy consumption and longer schedules.

Comparison of Heuristic Execution Times: The heuristic execution times
are investigated with three sets of simulations run on randomly DAGs with 20,
25 and 30 tasks (numEntry = 6, maxPred = 3). For fair comparison, the ex-
ecution times of E2-CNPT, H-MinMin, F-BottomsUp, and E-BottomsUp are
normalized by the average execution time of DCA with 20 tasks. According to
the simulation, the normalized execution times of H-MinMin and E-BottomsUp
are over 5000 and significantly higher than E2-CNPT and F-BottomsUp. Thus,
only the normalized execution times of E2-CNPT and F-BottomsUp are shown
in Fig. 5. The execution time of F-BottomsUp almost keeps constant with dif-
ferent energy budget. When the energy budget increases, the execution time of
E2-CNPT first increases, then decreases after reaching a peak value. E2-CNPT
iteratively searches computing sensor space for optimal solutions. The searching
algorithm converges faster in the scenarios with limited or sufficiently large en-
ergy budget and converges slower with intermediate scenarios. When the number
of tasks increases, the execution time of F-BottomsUp proportionally increases
while E2-CNPT adapts according to energy budgets. In all scenarios, the exe-
cution time of E2-CNPT is shorter than that of F-BottomsUp with the same
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number of tasks. Thus, E2-CNPT has better scalability compared with H-Min-
Min, F-BottomsUp, and E-BottomsUp.

6 Conclusion

In this paper, a wireless network model, the Hyper-DAG application represen-
tation, and communication scheduling rules are introduced for task mapping
and scheduling in wireless sensor networks. Three HDMS algorithms are pre-
sented, which aim to minimize schedule lengths of applications under energy
consumption constraints. Simulations with randomly generated DAGs show that
E2-CNPT provides superior performance in comparison with DCA, H-MinMin,
F-BottomsUp, and E-BottomsUp algorithms.
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Abstract. Wireless sensor networks are made up of low-cost sensor nodes that 
can communicate with each other in a wireless manner, have limited computing 
capability and memory, and operate with limited battery power. Nodes go out 
of service when their batteries run out of energy, and the whole network moves 
to a global out-of-service state. The target of this paper is to define an analytical 
framework to evaluate the transient behavior of a sensor network in which sen-
sors implement the energy-saving technique of idle/active states. The model 
captures the behavior of the battery lifetime of each sensor, and is therefore able 
to evaluate the distribution of the lifetime of all the sensors in the network. 
Some important metrics are defined to evaluate network connectivity over time. 

1   Introduction 

In recent years there has been a peak of interest in sensor networks. Applications of 
this kind of network are manifold, ranging from military applications to civilian ap-
plications, such as for example environmental or building monitoring. To enable 
communication between sensors not within each other’s communication range, the 
sensors form a kind of multi-hop ad-hoc network. A characteristic of sensor networks 
is that sensors have limited resources, such as limited computing capability, memory 
and energy supplies, and they must balance these restricted resources in order to in-
crease the lifetime of the network. Nodes go out of service when the battery runs out 
of energy. Of course, when the number of out-of-service nodes increases, network 
connectivity rapidly decreases, and therefore the whole network moves to a global 
out-of-service state. Therefore, a key challenge in the design of a wireless sensor net-
work is maximizing its lifetime. 

A large amount of work has been devoted to optimizing the lifetime of the energy 
available to the network, designing low-power signal processing architectures, low-
power sensing interfaces, energy efficient wireless media access control and routing 
protocols [1,2], low-power security protocols and key management architectures [3]. 
However, most of the work aimed at defining architectures and algorithms, was often 
based on the empirical observation of phenomena, or assessment via simulation. To 
the best of our knowledge, however, very little effort has been devoted to defining 
analytical paradigms to evaluate and optimize the performance of sensor networks. 

Early analytical models of sensor networks addressed analysis of the capacity of 
large stationary ad hoc networks [4]. Two Markov models were defined in [5,6] to 
capture the widely employed energy-saving technique of placing nodes in a low-
power operational mode, the so-called sleep mode, during idle periods [7]. The model 
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in [5] predicts the sensor energy consumption, although only the single node is repre-
sented by a Markov chain, while the network energy status is derived via simulation. 
The model proposed in [6] is the first analytical model that specifically represents the 
sensor dynamics in the sleep/active mode, while taking into account channel conten-
tion and routing issues. The model is used to investigate system performance in terms 
of energy consumption, network capacity, and data delivery delay. In [8] the so-called 
“spatial, fluid-based approach” is proposed to model wireless sensor networks consid-
ering the number of nodes as a continuous variable, and approximating the sensor 
node distribution over the network area by introducing the concept of sensor density. 
However, as mentioned previously, one of the main characteristics of sensor networks 
is time variability due to energy consumption. To model this peculiarity, two aspects 
of the network have to be considered in addition to what has already been captured by 
previous models: 1) battery evolution; 2) network topology variation due to the pro-
gressive death of active sensors. 

The target of this paper is to define an analytical framework to evaluate the tran-
sient behavior of a sensor network in which sensors implement the energy-saving 
technique of idle/active states. The proposed model starts from that defined in [6], 
where only steady-state behavior was considered and batteries were assumed as fully 
charged, i.e. the network topology as constant in time. This paper, on the other hand, 
captures the behavior of the battery lifetime for each sensor, and is therefore able to 
evaluate the distribution of the lifetime of all the sensors in the network. In addition 
some metrics are defined to evaluate transient network evolution and the lifetime of 
the whole network, and to evaluate the connectivity level of the network over time. 

The paper is organized as follows. Section 2 describes the network scenario and 
discusses the assumptions made. Section 3 presents the model in detail. Section 4 
gives the numerical results obtained. Finally, Section 5 concludes the paper. 

2   Description of the System 

We consider a network topology of N identical stationary sensor nodes collecting in-
formation about events in their neighborhood and sending data to a gathering center 
called a sink. Sensors have an omni-directional antenna with a maximum transmission 
range r, so each one can only communicate with a few sensors called next-hop nodes. 
We assume that sensors can choose an arbitrary transmission power level for each 
data transmission, provided that their transmission range does not exceed r. Commu-
nication with the sink is possible via a succession of next-hop nodes (multi-hop  
communication). A transmission from a generic sensor i to a generic sensor j will be 
successful if their distance, di,j, satisfies the following conditions: C1) di,j ≤ r; C2)  
di,k > r, ∀k : k is a sensor simultaneously receiving; C3) dk,j > r, ∀k : k is a sensor simultane-
ously transmitting. 

We assume that sensors employ the CSMA/CA mechanism; collisions may there-
fore only occur with RTS/CTS messages, while the transmission of data units is  
always collision-free. Data units are of a fixed size, K. We consider time as being  
divided into time slots with a duration equal to the time needed to receive or transmit 
a data unit. Sensors cannot, of course, receive and transmit data units in the same time 
slot. The wireless channel is error-free and propagation effects are neglected. The  
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resources of sensor nodes include a FIFO buffer containing at most BS data units, and 
a battery with a total energy of ES Joule. 

A generic sensor can perform four fundamental functions: sensing the environ-
ment, transmitting and receiving data units, and listening to the channel. A different 
amount of energy consumption is associated with each of these functions. The energy 
consumed in sensing the environment can be neglected in most applications, so we 
will not consider it. In the listen mode, also called the idle mode, although a sensor 
does not transmit and receive data units, it must keep its radio equipments active, be-
cause it does not know when it will be the receiver of a message from one of its 
neighbors. For this reason, when the sensor is in the idle mode, we assume a constant 
energy consumption value E (radio) (expressed in Joule/slot). When a sensor receives a 
data unit, it also has to activate the transceiver electronics and processing functions 
(such as demodulation and decoding). The energy consumption in the receive mode, 
E (RX), therefore has an additional contribution, E (elec) (expressed in Joule/slot), which 
is proportional to the size of a data unit, K. The most consuming operating mode in 
terms of energy is surely the transmit mode, in which the energy consumption of the 
RF amplifier, E (amp) (expressed in Joule/slot), has to be added to the aforementioned 
contributions. We assume that E (amp) is proportional to both data-unit size and the 
squared distance between the transmitter and the receiver. Therefore, the total energy 
consumption in the transmit mode, E (TX), is: 

)(

,

)()()(

,

amp

ji

elecradioTX

ji EEEE ++=  (1) 

Likewise the approach used in [6], we propose an analytical model of the sensor 
network, consisting of three building blocks: a sensor model, a network model and an 
interference model. 

3   System Model 

In this section, following the same approach as [6], we propose an analytical model of 
the sensor network, consisting of two building blocks: a sensor model (Section 3.1), 
and a network model (Section 3.2). In Section 3.3 we will illustrate the iterative pro-
cedure, called Fixed Point Approximation (FPA), based on the exchange of parame-
ters between the building blocks in order to obtain a global model. Finally, in Section 
3.4 we define some metrics to evaluate network performance. 

3.1   Sensor Model 

The model of the behavior of a generic sensor is obtained by a discrete-time Markov 
chain (DTMC), in which the duration of a time slot is assumed to be equal to the time 
interval needed to transmit a data unit. In order to derive the DTMC we need to intro-
duce some input parameters for the sensor model. Let us indicate: 

• p and q, the probabilities that the sensor moves from active to sleep, and vice versa; 
• g, the probability of generating a data unit for sensing activity; 
• α, the probability of receiving a data unit from neighbor nodes; 
• β, the probability of transmitting a data unit to the next-hop nodes. 
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Note that α + β ≤ 1 must hold because a transmission and a reception cannot occur 
simultaneously. The parameters p, q and g are the input of the global model (composi-
tion of the three building blocks) and are assumed as identical for all sensor nodes; α 
and β, on the other hand, are different for each sensor and are estimated by the itera-
tive procedure in Section 3.3. We define the state process of the sensor at the slot n as 

( ))(),(),(),()( )()()()()( nSnSnSnSnS EHQM=Σ , where: 

− S(M) (n)∈ {S, A, R} is the state variable that accounts the sensor operating mode. 
We consider three operational states: S (the sensor is disconnected from the net-
work: sleep mode), A (it can perform all the functions of the active mode) and R (it 
can only relay data units still in the buffer at the end of active period).  

− S(Q) (n)∈ {0,1,…, BS} is the number of data units in the sensor buffer at the slot n. 
− S(H) (n)∈ {W, F} takes into account the state of the next-hop nodes. If S(H) (n) = W it 

means that all the next-hop nodes are in the S or R state, and therefore they are not 
able to receive data units; when S(H) (n) = F, on the other hand, at least one next hop 
is in the A state. 

− S(E) (n)∈ {0,1,…, e} models the energy level in the sensor node battery. When 
S(E) (n) = v, the residual energy of the sensor is in the interval ] (v −1) ΔJ, v ΔJ ]. Of 
course, S(E) (n) = 0 denotes the death of the sensor. Clearly JEe S Δ= . 

In order to simplify the model derivation, we initially neglect the state of the next-hop 
nodes and the state of energy level. Therefore the sensor state is 
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Now we introduce the state variable S(H) (n) to take into consideration the state of 
next-hop nodes. To this end we need to consider two new parameters, w and f, defined 
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as the transition probabilities from F to W, and vice versa. Again, w and f are different 
for each sensor and are calculated by using the iterative procedure shown in Section 
3.3. Let ),( )(

1
),(

1
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1
HQMHQM sss ≡  and ),( )(
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2
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the state process ( ))(),()( )(),(),,( nSnSnS HQMHQM = . 

The transition probabilities related to )(),,( nS HQM  can be obtained as follows: 
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In order to correctly evaluate the transition probabilities in (3), when WnS H =)()(
1  we 

have to substitute β = 0 in (2). Finally, we complete the derivation of the DTMC related 
to the whole space state )()( nS Σ , by introducing the state variable )()( nS E  which  

models the energy level in the sensor node battery. Let ),( )(
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probabilities related to the complete Markov chain can be obtained as follows: 
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where [ ]( )),,(
2
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kh ssM  denotes the probability that the battery energy moves 
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evaluate [ ]khM ,  we need to consider the energy cost ( )),,(
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HQMs . This cost is independent of the next-hop 

state )(nS H , and can be calculated on the basis of the considerations in Section 2: 
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Let us note that in the last row of (5) we consider the average energy spent in the 
sensor amplifier on transmission to a generic next-hop node. This is not a severe ap-
proximation because the distance distribution between a sensor and its next-hop nodes 
generally has a low variance, and therefore can be considered as constant. 

Let Eh = ΔJ⋅(h−1), where 1 ≤ h ≤ e, be the energy values representing the thresh-
olds dividing the total energy into different states. The elements of the matrix [ ]khM ,  

for each transition from ),,(
1

HQMs  to ),,(
2

HQMs  are: 
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Equation (6) completes the derivation of the transition probability matrix of the 
DTMC associated with the state process )()( nS Σ . If we indicate the state probabilities 

as Σπ  (we omit the dependence of time slot n in order to simplify the notation), we 
can easily obtain some useful parameters that we need for further derivations. More 
specifically we will consider: 
• the probability that the sensor is in the S, R, A or D (dead) state in a time-slot: 
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• the average number of data units generated in a time slot (generation rate): 

AG g π⋅=Λ  (9) 

• the average number of data units transmitted in a time slot (throughput): 
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• the average number of data units in the buffer in a time slot: 
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• the average number of data units lost in a time slot: 
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In following we will add a superscript to distinguish between the output parameters 
relating to each sensor in the network. The superscript 0 will refer to the sink. 

3.2   Network Model 

In this section, given the output parameters of the sensor model for each node, we 
compute the throughput for all the sensors from the point of view of the entire net-
work, seen as an open queueing network. The network throughput may be estimated 
as follows: 

LGTT Λ−Λ+⋅= Z  (13) 

where T is a row vector containing the network throughput for each sensor, while ΛG 
and ΛL are row vectors containing the corresponding output parameters of the sensor 
model for each node. Finally, the matrix Z contains the percentages of traffic that a 
sensor sends to its next-hop nodes. We have: 
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where K is a normalization constant such that the sum of each row in Z is equal to 1, 
and H(i, j) is the set of next-hop nodes for sensor i with a greater priority than the 
next-hop j. 

The output parameters of the network model are the transmission rates λi, j, i.e. the 
traffic from node i destined to node j. They can be calculated as follows: 

NjNizT jiiji ≤≤≤≤⋅= 0;1,,λ  (15) 

3.3   Iterative Algorithm 

In order to analyze the evolution of a sensor network from a given initial condition 
until the energy resources of all the sensor nodes run out, we have to estimate the state 
distribution of each sensor at each time slot. From the Markov theory we have: 

NinPnn i
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where )()( niΠ  is the vector containing all the state probabilities of sensor i in slot n 

and )(
1,

i
nnP +  is the unknown transition probability matrix of the sensor i between the 

slots n and n+1. 

Given the initial distribution )0()(iΠ , where 1 ≤ i ≤ N, we have to estimate the un-

known parameters α, β, w and f of the transition matrix for each sensor. 
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If we assume the state distribution at slot n to be known, the matrix )(
1,

i
nnP + , where 

1 ≤ i ≤ N, is estimated by an iterative procedure consisting of the following steps: 

1. Set the following initial values for the unknown parameters for all the nodes: 
0)( =nw , 1)( =nf , 0)( =nα  and 1)( =nβ ; 

2. Solve the network model, obtaining the transmission rates: )(, njiλ ; 

3. Solve the interference model, obtaining the parameters )()( niβ , Ni ≤≤1 , as 

in [6]; 
4. Estimate the transition probabilities of the next-hop state as follows: 
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5. Solve the sensor model for each node by using the updated values of the pa-
rameters. Note that to this end evaluation of the parameters )()( niα  is 
needed. They are calculated by an internal loop in the sensor model in which 
the parameter α  is set so that the throughput computed from the sensor 
model and those estimated from the network model are equal. 

6. If the infinite norm of the difference between two successive estimates of the 
network throughput is over a given threshold T, we go back to step 2, other-
wise we exit the procedure. 

3.4   Transient Network Analysis 

To analyze the temporal evolution of the network we use the following metrics: 
• Network capacity, i.e. the number of data units received by the sink in a time slot: 
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• Average delivery delay, i.e. the average number of time slots required to deliver a 
data unit to the sink: 

=

=
N

i

i nB
nC

nD
1

)(
)(

1
)(  (18) 

• Network energy consumption per time slot, i.e. the energy spent by the entire net-
work in a time slot: 
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• Probability that the lifetime of the sensor is n slots (to simplify the notation we 
have not indicated the sensor index): 
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4   Numerical Results 

In this section we apply the proposed model to analyze the transient evolution of a 
sensor network in a case study. We consider a network topology in which the sensor 
distribution is defined as follows: 100 sensors are located on 5 concentric rings with 
the sink at the center. Each ring contains the same number of sensors, equally spaced 
out and symmetrically located in such a way that all the sensors on the same ring have 
the same statistical behavior. The input parameters we used are: r = 25m, M = 5, 
p = 0.1, q = 0.1, BS = 2, E(radio) = 0.25 mJ/slot, E(sleep) = 500 nJ/slot, ET = 0.5 mJ, 
e(elec) = 50 nJ/(bit⋅slot), e(amp) = 100 pJ/(bit⋅m2⋅slot), K = 4000 bit, ES = 1 J, ΔJ = 20 mJ. 
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Fig. 1. Network capacity Fig. 2. Average network delivery delay 
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Fig. 3. Network energy consumption per time 
slot 

Fig. 4. Sensor lifetime pdf 
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In Figs. 1 – 4 we show the temporal trend of network capacity, average network 
delivery delay and network energy consumption per time slot, respectively. These 
metrics allow us to establish the time interval in which network performance is ac-
ceptable, i.e. when it meets some given constraints. We observe that, for a given pe-
riod of time, in this case equal to 4600 slots, the network presents steady behavior. 
The bell-shaped trend in Fig. 2 is the result of two opposite phenomena: the inverse 
dependence between capacity and delay, and the direct dependence between buffer 
occupancy and capacity. In Fig. 4 the probability distribution of sensor life is pre-
sented, comparing that of the sensors in the ring closest to the sink (ring 1), with that 
of the sensors belonging to the farthest ring (ring 5). Note that sensors closer to the 
sink spend more energy to relay packets from other nodes, so their lifetime is shorter. 

5   Conclusions 

The paper proposes an analytical framework to evaluate the transient behavior of a 
sensor network in which sensors implement the energy-saving technique of idle/active 
states. With respect to previous literature, the proposed model is, to the best of our 
knowledge, the first analytical model which allows us to evaluate the battery lifetime 
of each sensor, and specifically the distribution of the lifetime of all the sensors in the 
network. Moreover network capacity, average delivery delay, network energy con-
sumption, and distribution of the number of live sensors at a given instant, are defined 
and analytically derived in a case study. 
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Abstract. Query slipping may happen when a query propagating along a sub-
scribe trajectory moves through a publish trajectory without obtaining desired 
information, even though two trajectories intersect geometrically. It can result 
in considerable time delay and in the worst, looping in the trajectory or query 
flooding the network causing inefficient power consumption and bandwidth 
utilization because it follows by resubmission of the query or initiation of an-
other subscribe trajectory. In this paper, we consider the trajectory construction 
for power-efficient seamless publishing/subscribing in a multihop wireless sen-
sor network. We address the problem by dividing each radio cell into smaller 
virtual grids. For the seamless trajectory development, we propose a grid-based 
next-hop selection algorithm. Our algorithm not only attempts to make the tra-
jectory straight but also considers the nodal density of recipient nodes and the 
seamless grid-by-grid multicast. Simulation results turns out that our algorithm 
dissipates significantly less power, compared to the non grid-based method, as 
greedy forwarding.  

1   Introduction 

Portable computers and wireless technologies make feasible the implementation of 
small-sized intelligent sensor nodes [1]. We now witness a rush toward wireless  
sensor networks of several hundreds or thousands of nodes [5,9,10]. The networks are 
usually characterized by high nodal density, functionally/physically duplicated nodes, 
and infrastructure-less architecture. Power saving is essential in such networks to 
prolong the lifetime of the network, as they will be deployed using battery-powered 
nodes. An efficient message dissemination is one of fundamental issues on wireless 
sensor networks [9,12]. Trajectory paradigm [2,13,14,15] is worthy of giving  
attention for efficient data acquisition and dissemination in wireless sensor networks. 

In contrast to the strict quorum system [7], the paradigm does not require the  
explicit membership management and decouples the trajectory itself from the address-
centric nature of the conventional path. This is very important because nodes in  



 Power-Efficient Seamless Publishing and Subscribing in Wireless Sensor Networks 95 

 

wireless sensor networks may go into doze-mode, fail or move occasionally. In tra-
jectory paradigms, the trajectory usually progresses in some direction without any 
particular destination in mind. A source or server publishes or updates, perhaps peri-
odically, information contents or available service list along a path called publish 
trajectory, while a sink or destination attempts to access it by propagating a query 
about its interests through a subscribe trajectory. Matchmaking usually takes place at 
the nodes where two trajectories intersect in common. Unfortunately query slipping 
can occur when a query propagating along a subscribe trajectory moves through a 
publish trajectory without obtaining desired information, even though two trajectories 
intersect geometrically1. Query slipping results in considerable time delay and in the 
worst, looping within the trajectory or query flooding over the network causing ineffi-
cient power consumption and bandwidth utilization because it follows by resubmis-
sion of the query or initiation of another subscribe trajectory. 

In this paper, we address the problem and suggest a solution for seamless stor-
ing/propagation of update and query messages along the trajectory. The remainder of 
this is organized as follows. In Section 2, we define the trajectory slipping problem. 
Section 3 defines the network model that we adopt, and grid index is introduced to 
embed various-sized grids within a cell. Section 4 concentrates on a grid-based next-
hop selection algorithm that exploits a geographic grid-by-grid multicast. In Section 
5, the power-saving ratios are given for the performance evaluation. Finally, we con-
clude our work and describe future work in Section 6. 

2   Trajectory Slipping Problem 

Even though two trajectories intersect geometrically, there exists a non-zero possibil-
ity that they do not possess commonly interesting nodes in the overlapped space.  

Definition 1: Given a trajectory T, nodes associated with it are as follows: 1) a node v 
explicitly chosen by some next-hop selection, i.e. packet forwarding algorithm, is said 
to be repository node; 2) a node u which is not repository but adjacent to a repository 
node v is said to be quasi-repository if it possesses publish/subscribe information, for 
instance, by overhearing advertising/subscribing packets to and from the repository 
nodes or other messaging with the repository nodes; 3) repository node v and  
quasi-repository node u are quorums; 4) any non-quorum node w that resides in a cell 
defined by a repository node v is quorum hole. 

Similar to pseudo-quorum [2], in this paper, the term “quorum” means any network 
node that has some advertising or subscribing message required for the trajectory-
based matchmaking. 

There are three cases, as in Fig. 1, when TP and TS intersect. Matchmaking suc-
ceeds in both cases of a) and b), while it does not for case c). Query slipping occurs if 
some query along a subscribe trajectory TS moves through quorum holes made by a  
 
                                                           
1 Given two straight line segments respectively connecting each pair of two nodes given by 

their positions, i.e., (x,y)-coordinate values, we can easily verify whether such segments geo-
metrically intersect or not in Euclidian plane using some well-known algorithm in computa-
tional geometry area, see [12], for instance. 



96 J. Park, Y. Tscha, and K.-H. Lee 

 

 

Fig. 1. Matchmaking and query along the route 

publish trajectory TP without obtaining its desired information, provided that TP and 
TS intersect geometrically. In case c), it usually follows by resubmission of the query 
message or initiation of another subscribe trajectory. Thus, query slipping may result 
in unnecessary time delay and in the worst, looping within the trajectory or query 
flooding over the network causing inefficient power consumption and bandwidth 
utilization.  

We address the problem by dividing each radio cell into smaller virtual grids. For 
the seamless trajectory development, we propose a grid-based next-hop selection 
algorithm that initially considers the grids horizontally intersecting the line in the 
direction. Additionally, it regards the adjacent ones depending on the nodal density 
and the criteria needed to store the publishing/subscribing message seamlessly.  

3   Virtual Grid Model and Grid Index 

As shown in Fig. 2 a), we logically partition each radio cell of radius R(m) into 
(2k0+1)×(2k0+1) virtual grids according to (1) where, each grid is a square of r×r(m) 
and k0≥0.  

(k0r+r/2)2 + (k0r+r/2)2 ≤ R2 . (1) 

Definition 2: Denote by g(p,q) a grid whose (x,y)-coordinate value is (p,q) in Euclid-
ian plane represented by virtual grids as Fig. 2 b). Given g(s,t) and g(e,f), let d = 
max{|s-e|a,|t-f|a} where, s,e,t,f≥0, |A|a denotes the absolute value of integer A, and 
max{U,V} means U if U≥V and V otherwise. Then, we say that g(s,t) and g(e,f) are d-
distanced each other.  

Fig. 2 a) shows embedding of various-sized grids within a cell where, k0=1,2,3. We 
call k0 grid index, as it determines the size of the grid and finally, the number of grids 
per cell. Note that the grid index is a tunable parameter. For instance, it may be used 
to create many small grids for the dense networks or a few large grids for the sparse 
networks. It also closely relates to the length of a nominal radius R of a cell.  

We assume that every node in the network is aware of its own geographic position, 
and using some link-level protocol, a node exchanges its grid id with its 1-hop 
neighbors, i.e. up to k0-distanced nodes. For instance, grids g(2,2) and g(5,1) are 3-
distanced and are neighbors for k0=3, but not neighbors for k0=2. 
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Fig. 2. Virtual Grid Model 

In this paper, we consider the cross-shaped trajectory [2,13,14,15] for its simplicity 
and favorable success rate in matchmaking. We assume that the trajectory always 
makes it possible to progress toward four directions: East, West, North, and South. 

This implies that there exists at least one node in k0×(2k0+1)(=rows×columns) grids 
laid in the direction of the trajectory progress. Even though the grid index k0 is tunable 
at the network level, it solely can not accommodate the dynamic situation such as 
node failure or congestion in the sensor networks. Depending on the nodal-density, 
the recipient nodes may also distribute over several grids. Thereby, we deploy 
multicasting for the development of the trajectory.  

4   Grid-Based Next-Hop Selection Using Multicast  

Considering the density of the sensor networks, we ignore the position of the originat-
ing node and try to keep the trajectory close to the straight line in the desired direc-
tion, as in [2,15]. However, the nodal density-awareness and grid-based multicasting 
are exploited for the sensor networks to be free from the query slipping. Careful con-
sideration is also made to guarantee the seamless storing/propagating of the publish-
ing/subscribing messages. 

Definition 3: Suppose that a node s in a grid g(xs,ys) develops its trajectory in some 
direction d. Then, a set of k0 grids which intersect the line segment to d from s is said 
to be default repository set Gs

d such that Gs
East = {g(xs+1,ys), g(xs+2,ys), …, 

g(xs+k0,ys)}, Gs
West = {g(xs-1,ys), g(xs-2,ys), …, g(xs-k0,ys)}, Gs

North = {g(xs,ys+1}, 
g(xs,ys+2), …, g(xs,ys+k0)}, Gs

South = {g(xs,ys-1), g(xs,ys-2), …, g(xs,ys-k0)} for each 
direction respectively, where k0 is the grid index. 
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Let Ms
g denote the set of grids, chosen by a node s, where recipient nodes, i.e. the set 

of next-hop nodes reside. Let |Ms
g| be the number of the nodes in Ms

g. The default 
repository set Gs

d lends itself to be mandatory in Ms
g because all the grids in Gs

d inter-
sect the line in the desired direction. Put differently, all the nodes in Gs

d lay on the 
shortest path to the desired direction, regardless of the number of nodes in it. Suppose 
a node s in g(xs,ys) wants to make the publish trajectory TP in the east, as shown in 
Fig. 3 where, k0=2. Initially, let Ms

g = Gs
East(={g(xs+1,ys), g(xs+2,ys)}). Denote by N0 

the minimal number of the next-hop nodes required per hop in order to develop a 
trajectory. If |Ms

g|≥N0 then, the shortest distance to the next-hop could be made. How-
ever, this would be insufficient. Let’s consider a subtle case as follows. 

Assume there exist no nodes in g(xs+1,ys) of Fig. 3. Thus, the nodes only in 
g(xs+2,ys) will cache the publish information. Suppose, in later, there follows some 
subscribing query that propagates through …, g(xs+1,ys-2), g(xs+1,ys-1), g(xs+1,ys), 
g(xs+1,ys+1), g(xs+1,ys+2),… constituting the subscribe trajectory TS in the direction 
of the north. Thus, two trajectories will intersect at g(xs+1,ys) where no nodes reside. 

 

Fig. 3. Intersecting grid where no nodes reside 

The query slipping will occur unless other node in the grids along TS keeps the 
publish message. To exclude this uncertainty, we are required to add g(xs+1,ys+1) to 
Ms

g, since g(xs+1,ys) is empty, i.e. |g(xs+1,ys)|=0. Next turn may be g(xs+1,ys-1) if 
g(xs+1,ys+1) is empty. The similar argument will go on (xs+1,ys-2), g(xs+1,ys+2), …, 
and so on. There exist two questions: one is about the maximum number of iterations 
needed for applying such procedure and the other is the naming of the set of recipient 
grids Ms

g. Answer to the former comes from k0×(2k0+1) grids given by the assumption 
on the trajectory development in the previous section. Our naming scheme always 
identifies the minimal rectangle or square comprising the desired grids including their 
neighbors, if necessary. To cope with these requirements, we introduce the definition 
of i-distance left/right set, as follows. 

Definition 4: Given Gs
d, its i-distance left/right set Gs

d(i,l)/Gs
d(i,r) is given as follows 

for each direction: Gs
East(i,l)/Gs

East(i,r) = {g(xs+1,ys+/-i), g(xs+2,ys+/-i), …, 
g(xs+k0,ys+/-i)}, Gs

West(i,l)/Gs
West(i,r) = {g(xs-1,ys-/+i), g(xs-2,ys-/+i), …, g(xs-k0,ys-

/+i)}, Gs
Noth(i,l)/Gs

North(i,r) = {g(xs-/+i,ys+1), g(xs-/+i,ys+2), …, g(xs-/+i,ys+k0)}, 
Gs

South(i,l)/Gs
South(i,r) = {g(xs+/-i,ys-1), g(xs+/-i,ys-2), …, g(xs+/-i,ys-k0)} where,  

i∈{1, 2, .., k0}. 
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Fig. 4. Grid-based next-hop selection using i-distance left/right set 

Given Fig. 4 a), if either g(xs+1,ys) or g(xs+2,ys) in the default repository set, Gs
East, is 

empty then, its 1-distance left node set, Gs
East(i,l) (={g(xs+1,ys+1), g(xs+2,ys+1)}), is 

firstly added to Ms
g as in b). Now, if |Ms

g|≥N0 and each row in Ms
g has at least one 

node then, all nodes in Ms
g become the next-hop nodes. If not, we add the 1-distance 

right set, Gs
East(i,r) (={g(xs+1,ys-1),g(xs+2,ys-1)}), as shown in c). If the updated Ms

g 
still does not satisfy the termination conditions below, additional steps will follow 
until i=k0(=2 in this example), as in d) and e). 

At last, nodes in the final Ms
g will be the next-hop of the trajectory s. And one of 

them, farther away from the current node, s, and is closest to the line in the direction 
is assigned to the backbone node ns. The node is responsible for finding the succeed-
ing next-hop nodes and multicasting the publishing and subscribing message. Termi-
nation condition set of the next-hop selection is as follows: 1) if |Ms

g|≥N0 and 2) either 
i=k0 for Gs

d(i,r) or every row in Ms
g contains at least one node. 

Fig. 5 shows an example of the trajectory setup by the algorithm depicted in Fig. 4. 
Given N0=2, at least, two nodes per hop are required to find Ms

g, and the 2-distanced 
grids are reachable at most by each ns. 

Initiating node X is in g(2,2) and the trajectory goes for the eastward thus, we have 
GX

East={g(3,2),g(4,2)}. Because all grids in GX
East have nodes and |GX

East|(=4) > 
N0(=2), the first hop is finished. Note that all the nodes in the default repository grid 
set become the next-hop nodes regardless of how many are in it. Let’s assume nX=D, 
the farthest from X, even there are B, C, D in g(4,2). As D is in g(4,2), it follows  
MD

g = GD
East = {g(5,2),g(6,2)}. Since |g(5,2)|=0, the 1-distance left set, 

GD
East(1,l)(={g(5,3), g(6,3)}), is added to MD

g. Now, MD
g 

 becomes 
{g(5,2),g(6,2),g(5,3),g(6,3)} and |MD

g|=N0(=2) such that each row in the direction of 
the trajectory of MD

g has node E and F, respectively. The second hop halts and CD
g, 

the name of MD
g, is given by <(5,2),(6,3)>. Similar argument is also applicable to the 

rest hops. For M, initially, MM
g = GM

East (={g(9,2),g(10,2)}), and |MM
g|=N0(=2) but, 

g(10,2) is empty. Hence, GM
East(1,l) (={g(9,3),g(10,3)}) is added to MM

g. In case of 
node P, |GP

East| = |{g(11,3),g(12,3)}| = 0 thus, GP
East(1,l) = {g(11,4),g(12,4)}, and 

GP
East(1,r) = {g(11,2),g(12,2)} is added. Making MP

g
 = {g(11,2), g(12,2), g(11,3), 

g(12,3), g(11,4), g(12,4)} and |MP
g

 |=2(=N0), it follows nP = R, the destination. 
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Fig. 5. Trajectory setup example 

5   Experimental Performance Results  

Consider the nodes which are residing in the grids under the radio umbrella defined 
by each backbone node ns, but not chosen as the next-hop in the trajectory. And let 
them go periodically to ‘sleeping’ state for power-saving. We don’t want to repeat the 
state-transition diagram or procedure for such a typical power-saving mode. Readers 
may refer to [16] for more detail.  

Assuming the uniform distribution of nodes, a server or client that deploys our 
next-hop selection algorithm given in this paper for the establishment of the cross-
shaped trajectory occupies 4k0 +1 grids in the best case and (2k0+1)×(2k0+1) grids in 
the worst. Non grid-based protocols, such as greedy forwarding[12] or MFR[9], al-
ways cover the area of πR2, i.e. slightly wider than the area of (2k0+1)×(2k0+1), where 
R=[(2k0+1)r/√2] by Eqn. (1). Let A be the area corresponding to the set of grids per 
cell used by the proposed algorithm. Denote by B, πR2, the area covered by the non-
grid based forwarding method. The ratio by equation 1 – (A/B) is said to be power-
saving neighbor (node) ratio for a server(or client) because once the trajectory has 
been set up the only node  that reside in the selected grids are concerned with subse-
quent publishing and subscribing. Unlike a server or client that initiates its trajectory 
into four directions, a ‘transit’ backbone node which simply relays a publishing or 
subscribing message from one neighbor to another neighbors certainly dissipates less 
power of neighbors, as its trajectory is set up in the direction of a column(or row)-
wise. In this paper, however, we have not covered this subject. 

To validate and measure the saving ratios of the proposed algorithm, we wrote a 
simulation program that calculates various power-saving ratios under different 
combinations of grid index (k0), nodal density per grid ( ), and number of next-hop 
nodes (N0). 

We first vary k0 from 1 to 4, while using =0.5. Fig. 6 shows the power-saving ra-
tios when N0 is given as 2, 8, 10, respectively. It is seen that the simulation results 
converge to about 80%, as k0 and N0 increase and fall between the theoretical bounds. 
The saving ratios hardly depend upon N0. This is because the number of grids chosen  
 



 Power-Efficient Seamless Publishing and Subscribing in Wireless Sensor Networks 101 

 

       

Fig. 6. Power-saving vs. grid index                   Fig. 7. Power-saving vs. grid density 

 

Fig. 8. Power-saving vs. grid density 

by the proposed algorithm is given as a multiple of k0 and can tolerate relatively large 
N0, say 4 or 7 for k0=3 or 4. This property is particularly useful for the multicast-based 
next-hop forwarding. Fig. 7 plots power-savings as functions of  and N0 while fixing 
k0=3. As  increase, the savings approach to 85% and more. Increasing N0 slightly 
degrades the power-saving ratios. Fig. 8 shows the power-saving ratios when  varies 
in the range [0.3, 0.6, 0.9, 1.0], as functions of k0, while fixing N0=3. As expected, the 
savings become more apparent as  increases. It is shown that for ≥0.6, more than 
90% saving is achievable. 

6   Conclusions  

In the trajectory-based publishing and subscribing approach, matchmaking may fail 
without obtaining desired information, even if two trajectories intersect geometrically. 
In this paper, we studied the power-efficient seamless publishing and subscribing for 
the trajectory-based matchmaking paradigm in wireless sensor networks. We ad-
dressed the issue by logically dividing the space of the whole network into smaller 
grids and proposed a new next-hop selection algorithm by taking advantage of the 
seamlessly grid-by-grid multicasting. Our analysis and simulation show that our algo-
rithm significantly saves the power of 1-hop neighbors, compared to the non-grid-
based protocol. Tuning grid index k0 appropriately so that the grid density is about 1, 
85% or more of power-savings are achievable. This is quite different form the previ-
ous fixed-grid approach as [8] that is required to have more than two nodes per grid 
for the power-saving.  
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Reliable publishing and subscribing can be more attainable with augmenting addi-
tional functions such as coping with node ns’s failure and eavesdropping and retrans-
mission of messages under collision on the wireless medium. Resilience to node fail-
ures or mobility and end-to-end packet-delivery assurance are left for further study as 
well.  
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Traditionally, a conditional access system (CAS) is employed by the Pay-
TV systems in order to charge subscribers who watch their selected television
programs [1-3]. Charges for pay channels should be paid by viewers to media
service providers based on the key distribution performed in the set-top box
on the TV. Traditional key distribution schemes for a CAS, however, required
that the high performance device covers complication computation costs [4-6].
In order to provide appropriate CAS service for resource limited mobile devices
such as mobile phones, an efficient and secure key distribution scheme is required.

In 1998, Tu et al. [7] discussed various levels of key hierarchy and proposed
a four-level hierarchy key distribution scheme for a CAS and the Digital Broad-
casting System (DBS). Due to the need for frequent CW encryption operations,
they concluded that the two-level key hierarchy system is not suitable for the
broadcasting system.

In 2004, Huang et al. [4] proposed a new key distribution scheme for media
delivery in Pay-TV systems. A three-key distribution scheme was proposed in
Huang et al.’s paper: two for subscription channels, and one for pay-per-view
channel protection. They used simple exclusive-OR operations and a one-way
hash function for key distribution in order to reduce the computational costs.
Huang et al. asserted that the authorization key (AK), distribution key (DK),
and secret key (SK) are never disclosed by a smart card. Unfortunately, after
issuing the smart card, frequently updated information such as the AK (e.g.
daily) is vulnerable when protecting short term information [8][9]. However, one
of the key distribution schemes for subscription channel protection, the group-
oriented key distribution scheme, GKD scheme, however, is inefficient for a DMB
service in mobile phones. The GKD scheme should maintain a four-level key
hierarchy.

In this paper, we state that the GKD scheme is inefficient for the a DMB
service. Then, we propose a two-level key hierarchy scheme for DMB service with
a limited-resource device such as mobile phones.

2 Review of the GKD Scheme

In this section, we review the group-oriented key distribution scheme proposed
by Huang et al. [4]. The notations used throughout this paper are defined in
Table 1.

Their scheme is divided into two phases: (1) initial phase, and (2) update
phase. The key generation performed in the initial phase for the service provider
(SP) is described as follows:

(1) SP randomly generates 〈DKSP 〉, where 〈DKSP 〉 = [dk1, dk2, ..., dkm].
(2) SP derives new 〈AKSP 〉 by performing the following procedures:

(i) ak1 = D ⊕ dk1, where D is a random number.
(ii) akj = akj−1 ⊕ dkj , 2 ≤ j ≤ m.

The key generation performed in the initial phase for each subscriber (Si) is
described as follows:
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Table 1. The notations used in Huang et al.’s group-oriented key distribution scheme

Notation Description

Gj Channel group of identity j, where j = 1, 2, ..., m

Sj Subscriber j, where j = 1, 2, ..., n

SGi Channel groups ordered by subscriber Si.
h() One-way hash function.
dkj The DK for channel group j, held by SP.
akj The AK for channel group j, held by SP.
dki

j The DK for channel group j, held by subscriber Si.
aki

j The AK for channel group j, held by subscriber Si.
〈DKSP 〉 A vector of DKs and is held by SP.
〈AKSP 〉 A vector of AKs of all channel groups and is held by SP.
〈DKi〉 A vector of DKs and is held by subscriber Si.
〈AKi〉 A vector of AKs held by subscriber Si

(1) SP generates the vector 〈DKi〉 for each subscriber Si, where
(i) dki

j is randomly generated, for Gj �∈ SGi.
(ii) dki

j = (dk1 ⊕ · · · ⊕ dkj) ⊕ (dki
1 ⊕ · · · ⊕ dki

j−1), for Gj ∈ SGi.
(2) After generating 〈DKi〉, the SP encrypts 〈DKi〉 using the secret key SKi of

Si.
(3) SP transmits {〈DKi〉, D}SKi to Si, where D is the random number used to

generate 〈AKSP 〉.
(4) Subscriber Si derives new 〈AKi〉 by performing the following procedures:

(i) aki
1 = D ⊕ dki

1.
(ii) aki

j = aki
j−1 ⊕ dki

j , 2 ≤ j ≤ m.

The distribution keys in 〈DKi〉 are generated one by one in an ascending group
order. In the initial phase, if group j is subscribed, dki

j is generated to satisfy
the formula dki

j = (dki
1 ⊕ · · · ⊕ dki

j−1) ⊕ (dk1 ⊕ · · · ⊕ dkj) = dkj , which is held
by the SP. Otherwise, if group j is not subscribed to, the corresponding dki

j will
be randomly generated and will not equal the dkj , held by SP.

The update phase for the service provider (SP) is described as follows:

(1) SP generates a random number R.
(2) SP derives new 〈AKSP 〉 by performing:

(i) ak1 = R ⊕ dk1.
(ii) akj = akj−1 ⊕ dkj , 2 ≤ j ≤ m.

(3) SP transmits (R, h(R)) to all subscribers.

The update phase for each subscriber (Si) is described as follows:

(1) After receiving (R, h(R)), Si checks h(R) for the integrity of R.
(2) Si derives new 〈AKi〉 by performing:

(i) aki
1 = R ⊕ dki

1.
(ii) aki

j = aki
j−1 ⊕ dki

j , 2 ≤ j ≤ m.
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The new AKs in the vector 〈AKSP 〉 and the vector 〈AKi〉 are generated one-
by-one in the ascending group identity order. In order to verify the integrity of
the received R, the SP broadcasts R together with its digest, (R, h(R)), where
h() is a one-way hash function known to the SP and the subscriber’s smart
cards. In the update phase, if channel group j is subscribed to, the dki

j , held by
subscriber Si, is equal to the dkj , held by the SP. Thus, subscriber Si is able to
derive an aki

j , that is equal to akj held by the SP.
For example, subscription channels are divided into three groups, G1, G2

and G3. In the initial phase, the service provider (SP) randomly generates three
distribution keys, dk1, dk2 and dk3. The SP then derives the three authorization
keys, ak1, ak2 and ak3 by performing the equations described above. In this
example, the legitimate subscriber S1 subscribes to the subscription channel
groups, G1, G2, and G3. Fig. 1 shows an example of the initial phase of S1.
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Fig. 1. Example of the initial phase of S1

The distribution keys held by subscriber S1 are derived as follows:

(1) dk1
1 is the same as the distribution key (dk1) held by SP.

(2) dk1
2 = dk1 ⊕ dk2 ⊕ dk1

1 = dk2.
(3) dk1

3 = dk1 ⊕ dk2 ⊕ dk3 ⊕ dk1
1 ⊕ dk1

2 = dk3.

After deriving the distribution keys, the subscriber S1 continuously derives the
authorization keys for the subscribed channel groups G1, G2, and G3, as follows:

(1) ak1
1 = D ⊕ dk1

1 = ak1, where D is the random number used to generate the
authorization keys for S1.

(2) ak1
2 = ak1

1 ⊕ dk1
2 = ak2.

(3) ak1
3 = ak1

2 ⊕ dk1
3 = ak3.
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Fig. 2. Example of the update phase of S1

Upon updating the authorization keys, the SP broadcasts a random number
R to all subscribers. The SP derives a new 〈AKSP 〉, as described above. Then,
all subscribers update their authorization keys. Fig. 2 shows an example of the
update phase of S1. The key generation process, performed in the update phase
for the legitimate subscriber S1, is described as follows:

(1) After receiving (R, h(R)), S1 checks h(R) for the integrity of R.
(2) S1 derives new 〈AK1〉 by performing:

(i) ak1
1 = R ⊕ dk1

1 = ak1.
(ii) ak1

2 = ak1
1 ⊕ dk1

2 = ak2.
(iii) ak1

3 = ak1
2 ⊕ dk1

3 = ak3.

3 The Proposed Group-Oriented Key Distribution
Scheme for the DMB Service

In the group-oriented key distribution scheme, customers subscribe to channels
by group. The proposed scheme is based on a two-level key hierarchy: Control
Word (CW), and Secret Key (SK) for computational efficiency.

The CW is used encrypt/decrypt programs on the channels. Each channel
has a unique CW at a specific time. The SK is used to encrypt/decrypt the
CW. The SK is distributed to the subscriber’s mobile device upon registration
and can be stored securely. Only the encrypted random-value R by the SK is
broadcasted frequently (e.g. 5-20 sec) for higher security.

The distribution of the CW consists of two phases: Initial phase and update
phase. In the initial phase, a service provider generates the vector 〈CWSP 〉. Upon
subscribing to the channel groups, the service provider uses 〈CWSP 〉 to encrypt
programs on the subscribed channels. By assuming that there are n subscribers
and m groups of channels in the proposed scheme, the generated CW, performed
in the initial phase for the SP, is described as follows:

(1) SP randomly generates 〈CWSP 〉 where 〈CWSP 〉 = [cw1, cw2, ..., cwm].
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The CW derivation, performed in the initial phase for each subscriber, is de-
scribed as follows:

(1) SP generates 〈CWi〉 for each subscriber Si where
(i) cwi

j is randomly generated for Gj /∈ SGi.
(ii) cwi

j = cwj for Gj ∈ SGi.
(2) After generating 〈CWi〉, the SP encrypts 〈CWi〉 using the secret key SKi

of Si.
(3) SP transmits {〈CWi〉}SKi to Si.
(4) Subscriber Si derives his 〈CWi〉 by decrypting the received {〈CWi〉}SKi

using his secret key SKi.

The CW update, performed in the update phase for the SP, is described as
follows:

(1) SP generates a random number R.
(2) SP derives new 〈CWSP 〉 by performing:

(i) cwj = R ⊕ cwj , 1 ≤ j ≤ m.
(3) SP transmits (R, h(R)) to all subscribers.

The CW update, performed in the update phase for each subscriber, is de-
scribed as follows:

(1) After receiving (R, h(R)), Si checks h(R) for the integrity of R.
(2) Si derives new 〈CWi〉 by performing:

(i) cwj = R ⊕ cwi
j , 1 ≤ j ≤ m.
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Fig. 3. Example of the initial phase of the proposed scheme
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Fig. 4. Example of the update phase of the proposed scheme

The new CWs in vector 〈CWsp〉 and vector 〈CWi〉 are generated in the as-
cending group identity order as the GKD scheme. Fig. 3 shows an example of
the initial phase of the group-oriented key distribution scheme. In this example,
the subscription channels are divided into three groups, G1, G2, and G3. The
subscriber Si subscribes to the subscription channel groups, G1 and G3.

Upon updating the CWs, the SP sends an encrypted random number R to
each subscriber. Then, the SP and all subscribers update their CWs, as shown
in Fig. 4.

4 Security Analysis

In this section, we analyze the requirements of our proposed scheme.

Theorem 1. The proposed scheme is not susceptible to the subscriber’s secret
key compromise.

Proof: An adversary tries to reveal the subscriber’s secret key (SK) from the
public values. With the assistance of a smart card, it is still difficult to derive
the SK after issuing the smart card from the smart card producing center. Then,
the subscriber’s secret key can not be revealed to the adversary.

Theorem 2. The proposed scheme is not susceptible to a subscriber imperson-
ation.

Proof: An adversary tries to impersonate a legal subscriber by forging the mobile
device. It is impossible, however, to derive the CW without the legal subscriber’s
secret key (SK), which is stored in each subscriber’s smart card. Thus, the ad-
versary can not impersonate a legal subscriber.
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Theorem 3. The proposed scheme is not susceptible to a control word (CW )
compromise.

Proof: An adversary wishes to derive the CW from the transmitted messages
of the initial and update phase. The adversary can obtain {〈CWi〉}SKi and
(R, h(R)) from the network. In order to compute the CW, the adversary can
obtain the SKi of the subscriber’s secret key. Obtaining the SKi from the
{〈CWi〉}SKi and (R, h(R)) is difficult because the smart card has to be bro-
ken.

Theorem 4. The proposed scheme provides an adequate CAS for channel pro-
tection in the DMB.

Proof: When the subscribed channel CW is derived, the adversary tries to com-
pute the CW for the unsubscribed channel group. In order to compute the unsub-
scribed channel CW, the adversary should decrypt the encrypted {〈CWi〉}SKi

with Si’s secret key SKi, which is legally subscribed to the channel group SGi. It
is impossible to decrypt the {〈CWi〉}SKi without the legal subscriber Si’s secret
key, SKi. This is because the subscriber’s secret keys are securely distributed
with the assistance of a smart card.

Theorem 5. The proposed scheme provides selective channel group watching
for each subscriber in the DMB system.

Proof: After completing the update phase, the subscriber can derive independent
CWs for channel group watching. It means that each subscriber can subscribe to
the channel group of his/her own choice. Also, the service provider can control
the subscriptions to all channel groups for their own interest.

5 Comparison

In this section, we compare the proposed scheme and the previously proposed
schemes with regard to several features. Table 2 summarizes the main features
of the previously proposed schemes and our proposed scheme.

In Tu et al.’s scheme, the number of encrypted messages and transmitted
messages are the same as those of the subscriber groups with a four-level key
hierarchy. If the groups are divided into many groups, this scheme is not suitable
for resource-limited mobile devices.

In the GKD scheme, one random number is broadcast to all subscribers for
the updated AKs. They use a simple exclusive-OR function to derive the AKs
with a four-level key hierarchy. Regardless of the efficient operation (e.g. one-way
hash function and XOR operation) for the AK update, they apply a four-level
key hierarchy.

In our scheme, the subscriber can only generate the CWs for the subscribed
channel group. This is efficient and cost effective when the resource-limited mo-
bile device is used for the DMB service.

Table 3 summarizes the key refresh interval of the previously proposed schemes
and our proposed scheme. Usually, the keys for each level are used to encrypt
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Table 2. Comparison of proposed scheme and previously proposed schemes

Scheme Tu GKD Proposed

Key hierarchy level 4 4 2
Message transmitted for update AK/CW (AK) m (AK) 1 (CW) 1
Computational cost for update AK/CW m enc 1 hash 1 hash

† m : number of the subscriber groups, enc : encryption operation.

Table 3. Comparison of key refresh interval

Scheme Tu GKD Proposed

Key refresh SK : permanent SK : permanent SK : permanent
DK : monthly DK : monthly
AK : daily AK : daily
CW : 5-20 sec CW : 5-20 sec CW : 5-20 sec

and decrypt the keys for the previous level. All keys, except the SK are updated
periodically in order to maintain a high level of security. Previously proposed
schemes make use of the four-level key hierarchy in order to reduce the update
computation costs. It is interesting to note, that the GKD scheme uses a four-
level key hierarchy even though their scheme’s update operation is a simple XOR
operation. It is not necessary to use a four-level key hierarchy if the key update
operation requires low computational costs (e.g. XOR operation).

6 Conclusions

In this paper, we have demonstrated that the GKD scheme is inefficient for
the DMB service. In the environment of resource-limited mobile devices, the
four-level key hierarchy operation should be a burden to the operation. To over-
come this inefficiency, we have proposed a new group-oriented channel protection
scheme for the DMB service with mobile devices. Our scheme makes use of the
two-level key hierarchy and a simple operation that only requires low computa-
tional costs in mobile device. Furthermore, our scheme makes use of the two-level
key hierarchy for the CW update without additional encryption operations. The
proposed scheme does not only apply to the CAS for Pay-TV but it is also
applicable to resource-limited devices for the DMB service.
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Abstract. Given the fact that more than half of the world lacks a wired
network infrastructure, satellite networks are seen as an important alter-
native to achieve global coverage. Since most of the world population lives
around the equator or in middle-latitude regions, satellite constellations
have to deal with different communication requirements from different
regions. The traffic requirements become further unbalanced as the pop-
ulation density varies among urban and rural areas. This results in the
congestion of some satellites while others remain underused. The issue
of traffic engineering over satellite networks can be resolved by distribut-
ing the traffic in a balanced way over underutilized links. This paper
proposes an Explicit Load Balancing (ELB) routing protocol which is
based on information of traffic load at the next hop on the remainder of
the path to the destination. A satellite with high traffic load sends sig-
nals to its neighboring satellites requesting them to decrease their send-
ing rates before it gets congested and packets are ultimately dropped.
Neighboring satellites should accordingly respond and search for other
alternate paths that do not include the satellite in question. The perfor-
mance of the proposed scheme is evaluated through simulations. From
the simulation results, the proposed scheme achieves a more balanced
distribution of traffic load, and reduces the number of packet drops and
queuing delays. The resulting satellite constellation is a better-utilized
and traffic-balanced network.

1 Introduction

Along with the rapid globalization of the telecommunications industry, the de-
mand for Internet services is growing in terms of both the number of users and
types of services to be supported. Along with this steady growth, provision of
a plethora of wide-band Internet applications to metropolitan areas with a po-
tentially large number of users, regardless of time and space limitations, is a
challenging task for current terrestrial and wireless networks. Because of their
extensive geographic reach and inherent multicast capabilities, satellite commu-
nication systems are seen as an attractive infrastructure to accommodate these
high bit-rate services with diverse Quality of Service (QoS) requirements [1].

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 113–123, 2005.
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Communications over satellites began successfully with the use of individual
satellites in geostationary orbits. However, due to high signal delays caused by
the high altitude of geostationary satellites, focus has been directed towards
the development of new Non-Geostationary (NGEO) satellite communication
systems called Low Earth Orbit (LEO) and Medium Earth Orbit (MEO) satellite
systems. NGEO systems promise to offer services with much lower latency and
terminal power requirements than those offered by geostationary satellites. The
design and development of these satellite networks have been thus the subject
of extensive research in recent literature (e.g. Teledesic [2], Skybridge [3]).

NGEO satellite networks exhibit different characteristics from the traditional
satellite or wired networks. The success of NGEO satellite networks in delivering
high-speed access hinges on the ability of the underlying Internet protocols (IP)
to function correctly and efficiently in NGEO satellite systems, systems char-
acterized by rapidly time-varying network topologies [4]. The effect of such a
communication environment on the working of IP protocols has been the focus
of a large body of prior works [5]. Another important factor that the performance
of IP protocols depend on in NGEO systems is related to routing. Indeed, whilst
use of Inter-Satellite Links (ISLs) in multi-hops NGEO constellations provides
more flexibility, it leads to complex dynamic routing [6]. The routing complexity
becomes more substantial as NGEO satellites change their coverage areas on the
Earth surface due to their continuous motion, and accordingly have to transmit
different amounts of traffic load. This ultimately results in an unbalanced distri-
bution of the total traffic over the entire constellation [7]. Support for IP routing
within the satellite constellations is highly important for the implementation
of Integrated or Differentiated Services (DiffServ) architectures to support QoS
over satellite systems.

To route traffic over dynamic satellite constellations, several strategies have
been proposed. Dynamic Virtual Topology Routing (DVTR) [8] and Virtual
Node (VN) [9] protocols are the best known concepts. Based on these two
schemes, important research efforts have been elaborated in the recent years
with respect to IP proprietary routing over satellite constellations [10]. While
most of these pioneering routing protocols search for the shortest path with the
minimum cost, they do not take into account the total traffic distribution over
the entire constellation. Indeed, while searching for only short paths for commu-
nication, some satellites may get congested while others are underutilized. This
phenomenon leads to unfair distribution of the network traffic, and ultimately
to higher queuing delays and significant packet drops at some satellites in the
constellation.

As a remedy to the above issue, this paper proposes an explicit routing proto-
col which is based on prior information of traffic load at the next hop. A satellite
with high traffic load sends signals to its neighboring satellites requesting them
to decrease their sending rates before it gets congested and packets are ultimately
dropped. Neighboring satellites should accordingly respond and search for other
alternate paths that do not include the satellite in question. This operation can
be accomplished without changing the routing protocol in use. It can be easily
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implemented over any routing protocol, such as DVTR or VN routing schemes.
The proposed concept targets only the packets of delay-insensitive applications.
Delay sensitive applications are not subject to the proposed scheme and can be
dealt with according to any traditional routing protocol. The proposed scheme
is dubbed Explicit Load Balancing (ELB).

The remainder of this paper is structured as follows. Section 2 surveys the
ongoing research efforts tailored to IP routing over NGEO satellite communica-
tion systems. Section 3 presents the key design philosophy behind the proposed
scheme ELB. Section 4 portrays the simulation environment used to evaluate
the performance of the proposed scheme and discusses the simulation results.
The paper concludes in Section 5 with a summary recapping the significance of
the research work elaborated in this paper.

2 Related Work

Current terrestrial Internet routing protocols, such as Open Shortest Path First
(OSPF) [11] and Routing Information Protocol (RIP) [12], rely on exchang-
ing topology information upon a change or set-up of a connection; that is in a
connection-oriented manner. Applying such schemes to the rapidly and regularly-
changing NGEO satellite network topologies incurs substantial overhead [13].
Several connectionless algorithms have been thus proposed to route data traffic
over satellite constellations. They can be classified into two categories, namely
constellation periodicity-based routing and onboard routing schemes.

Although satellite constellations experience frequent topological variations,
these variations are highly periodic and predictable because of the strict orbital
movements of the satellites. The basic idea behind protocols of the first category
is to make use of this periodic and predictable nature of the constellation topol-
ogy. Various schemes fall into this category. DVTR [8] and VN [9] protocols are
the most worth-mentioning concepts.

In DVTR, the system period is divided into a set of time intervals. Over
each interval, the topology remains constant. Link activation and deactivation
are performed only at the beginning of intervals. Over each time interval, op-
timal shortest paths and alternate paths can be established using well-known
methods such as the Dijkstra shortest-path algorithm. These routing tables can
be then stored onboard and retrieved upon a change in the topology. One major
credit of this operation consists in the removal of online computational complex-
ity. However, this computation simplicity comes at the expense of large storage
requirements, weak fault tolerance, and quasi-null adaptive capabilities.

In the VN scheme, virtual nodes (VNs) are assumed to be set in fixed posi-
tions relative to the surface of the Earth. A VN is embodied at any given time
by a certain physical satellite, and a virtual network topology is set up with
these VNs. The virtual topology is always embodied by the satellite constella-
tion. When a satellite disappears over the horizon, its corresponding VN becomes
represented by the next satellite passing overhead. The virtual topology remains
accordingly unchanged. Each VN keeps state information, such as routing table
entries or channel allocation information, pertaining to the users within its cov-
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erage area. Upon a satellite handoff, the state information is transferred from the
first satellite to the second. Routing is performed in the instantaneous virtual
topology using a common routing protocol. In such a manner, topology changes
are hidden from routing protocols running on the constellation.

In the onboard routing mechanisms, as the name infers, routing tables are
calculated onboard the satellites based on real-time information related to the
network state. A potential number of onboard routings has been proposed in the
recent literature. To mention a few examples, Henderson et. al. propose an on-
board distributed routing protocol that selects the next hop based on minimiza-
tion of the remaining geographic distance to the destination [14]. [15] proposes
an onboard routing protocol specifically designed for multi-layered satellite con-
stellations composed of LEO, MEO, and GEO satellites. In the proposed scheme,
satellites in low layers (e.g. LEO) are grouped according to the footprint area of
their corresponding satellites in the higher layers (e.g. MEO). This grouping is
performed in each snapshot period. Higher satellites receive delay measurement
reports from their group members in lower layers. Based on these reports, the
higher-layer satellites compute the minimum-delay paths for their corresponding
lower-layers members. While most of onboard routing schemes exhibit important
adaptive capabilities, they impose significant challenges for the space devices in
terms of the required computational and processing load. They ultimately ques-
tion the scalability of their routing tables. Moreover, since these routing schemes
focus on only finding paths with the shortest delays, they may turn unfavorable
for the support of certain QoS requirements. They may be appropriate for only
best-effort light-load traffic.

Given the important correlation between efficient routing strategies and the
support of QoS, tremendous research efforts have been elaborated in recent years
with respect to QoS over satellite constellations [16]. Most of these pioneering
research works are based on the above-mentioned schemes. [10] provides a thor-
ough discussion on the main merits and downfalls of these previous research
works and indicates areas of possible improvements.

In the sphere of QoS over constellations with ISLs, the focus of earlier research
work was on the integration of dynamic satellite networks with the Asynchronous
Transfer Mode (ATM) [17][18]. Because of its provision of different levels of
QoS guarantees and its concept of virtual path, ATM has been seen indeed as
a promising solution for the provision of QoS over mobile satellites. However,
the rapid growth of Internet-based applications motivates satellite operators to
consider IP traffic as well. For IP-based satellite constellations, a number of
interesting solutions has been proposed to provide QoS over satellites. In [19],
Donner et. al. developed a Multi-Protocol Label Switching (MPLS) networking
protocol for NGEO satellite constellations. The protocol is still in its infancy,
and some important practical problems related to rerouting and maintenance
overhead are still unsolved and deserve further study. On the other hand, [20]
proposes a Traffic Class Dependent (TCD) routing algorithm. Different traffic
classes are considered. The protocol differentiates between packets belonging
to each traffic class and provides accordingly different levels of services. The
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TCD protocol whilst attempts to guarantee QoS for different traffic classes, it
may assign a single route for a specific class with huge traffic data and may
ultimately result in heavily overloading the chosen path. This would intuitively
affect the balancing of traffic load over the entire satellite constellation.

Another issue that is common among most conventional routing algorithms
consists in the fact that route decision is based primarily on propagation delay.
Given the fact that queuing delays may also contribute largely to the total delay
that a packet may experience mainly in case of heavy loads, a more appropriate
routing cost metric has to be selected. In this context, [21] proposes a Minimum
Flow Maximum Residual (MFMR) routing protocol where the minimum-hop
path with the minimum number of flows is selected. One of the main drawbacks
of the protocol consists in the fact that it implies knowledge of the flows over
the constellation and does not consider the case where the flows count increases
along the selected path. Given the fast movements of satellites, such scenario
may occur frequently. This would lead to the congestion of the chosen MFMR
paths and ultimately unfavorable performance. In [22], a Probabilistic Routing
Protocol (PRP) is proposed. The PRP scheme uses a cost metric as a function
of time and traffic load. The traffic load is assumed to be location homogeneous.
The major drawback of the protocol consists in this assumption as it is far
away from being realistic. Indeed, newly coming traffic can easily congest the
chosen PRP path and leave other resources underutilized. In [23], Jianjun et.
al. propose a Compact Explicit Multi-path Routing (CEMR) algorithm based
on a cost metric that involves both propagation and queuing delays. At a given
satellite, the queuing delay is predicted by monitoring the number of packets in
the outgoing queue of the satellite over a time interval. It is assumed that the
network state over each time interval is updated before routing calculation is
carried out. While the used cost metric gives a good insight about the queuing
delay that may be experienced by a packet at a given satellite, it does not
reflect the congestion state of the next hop, nor does it estimate the queuing
delay a packet may experience there. It does not reflect the likeliness of packets
to be dropped by the downstream hop either. To avoid packet drops and to
more efficiently distribute traffic burden over multiple satellites, further study
is needed to optimize the performance of the existing routing schemes. This
challenging task underpins the research work outlined in the remainder of this
paper.

3 Explicit Load Balancing Scheme

This section gives a detailed description of the proposed scheme, Explicit Load
Balancing (ELB) scheme. First is an outline of the key components of multi-hop
NGEO satellite constellations.

A multi-hop satellite constellation forms a mesh network topology. It is com-
posed of N orbits and S satellites uniformly distributed over each orbit. The
first and N th orbits are neighbors in both sides due to the spherical shape of the
Earth. Depending on the constellation type, each satellite is able to set up M
ISLs with its neighboring satellites. Satellites along the counter-rotating seam
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Fig. 1. The three network states of satellites

have less neighboring satellites. There are two types of ISLs. Links between ad-
jacent satellites in the same orbit are called Intra-plane ISLs, and links between
neighboring satellites in adjoining orbits are called Inter-plane ISLs. Intra-plane
ISLs are maintained permanently, but some Inter-plane ISLs may get temporar-
ily deactivated when the viewing angle between two satellites is above a given
threshold. In the remainder of this paper, we assume that each satellite is aware
of the ISLs established with its neighboring satellites.

As previously discussed, while most traditional routing algorithms use dif-
ferent routing cost metrics to search for the most appropriate route, they do
not take into account the congestion state of next hops on the remainder of the
path to the destination. If the chosen next satellite is congested or about to
be congested, the forwarded packets may either get discarded or experience a
long queuing delay. To tackle this issue, neighboring satellites should mutually
and dynamically exchange information on the states of their queues. In deed, at
each satellite three representative states are defined based on the queue ratio1

as shown in Fig. 1. The considered states are as follows:

– Free state: When the queue ratio (Qr) is inferior to a predetermined thresh-
old α (Qr < α), the satellite is considered to be in a free state.

– Fairly-busy state: Having the queue ratio between the threshold α and an-
other predetermined threshold β (α ≤ Qr < β), the satellite is considered
to be in a fairly-busy state.

– Busy state: The satellite changes its state to busy when its queue ratio
exceeds the threshold β (β ≤ Qr).

The choice of the thresholds α and β as queue ratios to indicate the congestion
state of satellites is similar in spirit to the idea of major intelligent packet-discard
policies such as Random Early Marking (REM) [24] and Random Early Discard
(RED) [25].

Upon a change in the queue state of a given satellite, the latter broadcasts a
Self-State Advertisement (SSA) packet to its M neighboring satellites informing
them of the change occurrence. The SSA signaling packet carries information
on the satellite ID and its state. It should be emphasized that SSA packets
are broadcast to only the neighboring satellites and not over the entire connec-
tion path. Given their small size, overhead in terms of the bandwidth consumed
by these signaling packets should not be an issue. When a satellite receives a
1 The ratio of the queue size Qs to the total queue length Qtotal (Qr = Qs·100

Qtotal
).
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SSA packet, it uses the enclosed information to update its Neighbors Status List
(NSL). Each NSL contains information on the current queue state of each neigh-
boring satellite. When a satellite A experiences a state transition from free to
fairly-busy state, it sends a warning message (via a SSA packet) to its neighbor-
ing satellites informing them that it is about to get congested. The neighboring
satellites are then requested to update their routing tables and start searching
for alternate paths that do not include satellite A. When the queue state of
satellite A changes to busy, all neighboring satellites are then requested to for-
ward (χ%) of traffic that has been transmitted via satellite A to other alternate
paths. If the traffic includes different applications with different requirements,
delay insensitive applications are to be first forwarded via the alternate paths.
Packets of delay sensitive applications can be transmitted via satellite A if that
would guarantee the delay requirements of the applications. It should be noted
that the working of the proposed scheme can be accomplished without changing
the routing protocol in use.

4 Performance Evaluation

Having described the details of the proposed scheme, focus is now directed on
its performance evaluation. This section verifies how the proposed system is
efficient in avoiding packet drops and enhancing the system throughput. The
performance evaluation relies on computer simulation, using Network Simulator
(NS) [26].

To better explain the mechanism of the proposed scheme, we consider the
network topology example depicted in Fig. 2(a). The figure shows the case of the
Iridium constellation where each satellite maintains ISLs with four other satel-
lites (M = 4). All up-links, down-links, and ISL links are given a capacity equal
to 25Mbps. Their delays are set to 20ms. In order to remove limitations due to
small buffer sizes on the network congestion, buffers equal to the bandwidth-
delay product of the bottleneck link are used [27]. Due mostly to its simplicity,
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all satellites use Drop-Tail as their packet-discarding policy. The abstract con-
figuration considers the case of two Constant Bit Rate (CBR) connections over
two different routes, namely A3-D3 and C3-C1 (Fig. 2(a)). The sending rate
of the two connections is set to 15Mbps. While the connection on the (A3-D3)
route is simulated as a long-lived CBR flow, the traffic over the (C3-C1) route is
modeled as a non-persistent On-Off connection. The On/Off periods of the con-
nection are derived from a Pareto distributions with a shape equal to 1.2. The
mean On period and the mean Off period are set to 200ms. The packet size is
fixed to 1 kB. Simulations were all run for 20s, a duration long enough to ensure
that the system has reached a consistent behavior. It should be noted that the
above-mentioned parameters are chosen with no specific purpose in mind and
do not change any of the fundamental observations about the simulation results.
While the proposed scheme can be implemented over any routing protocol, in
the performance evaluation, we consider the scenario of the proposed scheme
over the Dijkstra’s Shortest Path algorithm. The latter is used therefore as a
comparison term.

Having all the traffic concentrated at satellite C3, this latter issues a SSA
packet to its neighboring satellites (B3, C2, C4, and D3) indicating that its state
has become “Busy”. In response to the SSA packet, neighboring satellites set the
state of C3 to Busy and update their NSL list accordingly. As satellite B2 is free,
satellite B3 starts transmitting a portion of the (A3-D3) traffic via satellites B2,
C2, D2, and finally the edge satellite D3 (Fig. 2(b)). This operation is continued
until satellite C3 transits to a free state. By so doing, the overall network traffic
becomes better distributed.

To investigate the effect of the threshold β on the system performance, we
plot the total throughput and total packet drop rate experienced by the two
connections for different values of β. α is set to half the value of β and the
traffic reduction ratio χ is set to 70%. Fig. 3(a) shows the simulation results.
The figure indicates that setting β to larger values leads to lower throughput
and higher packet drops. Note that the case of (β = 100%) refers to the use of
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only Dijkstra algorithm. The achieved performance is intuitively due to the fact
that by setting β to high values, the proposed scheme would not have enough
time to accommodate the traffic bursts and the queue ends up by discarding a
high number of packets. This is ultimately translated into degraded throughput.
In order to investigate the effect of the traffic reduction ratio χ on the system,
we plot the total throughput and total packet drop rate experienced by the
two connections for different values of χ in Fig. 3(b). We vary the value of χ
from zero to 100%. While the case of (χ = 100%) refers to the extreme case
when all packets are forwarded via other links, the case of (χ = 0%) refers to
the case when the proposed scheme is not implemented and only the Dijkstra
algorithm is in use. The queue ratio threshold β is set to 80%. From the figure,
it can be deduced that the system exhibits its optimum performance when the
value of χ is set to 30%. This result is attributable to the fact that smaller
values of χ put most of the traffic burden on satellite C3, whereas higher values
of χ congest satellite C2. Both scenarios lead to higher packet drop rates and
degraded throughput. Setting χ to optimum values helps also to avoid the re-
distribution cascading issue that may occur to the already-distirubted portion of
traffic. While this result is promising, it should be observed that it comes at the
price of higher delays. In deed, packets have to traverse more hops than in case
of traditional routing algorithms. For delay insensitive applications, this should
not be an issue. For delay sensitive applications, a tradeoff between the number
of packet drops and the parameters β and χ should be established. This forms
the basis of our future research work.

5 Conclusion

In this paper, we proposed an Explicit Load Balancing routing protocol to effi-
ciently distribute traffic over multi-hop NGEO satellite constellations. The key
idea behind the proposed scheme is to reduce the sending rate of data traffic
to nodes that are about to be congested and use instead nodes that are in free
states. For this purpose, the proposed scheme uses information of traffic load at
the next hop on the remainder of the path to the destination. This information
is exchanged among neighboring satellites via signaling packets. The efficiency
of the proposed scheme in distributing traffic data and accordingly avoiding
packet drops is investigated through simulation using a simple satellite topol-
ogy. While the setting of the scheme parameters (β & χ) deserve further study
and investigation, the simulation results obtained so far are encouraging. In the
performance evaluation, the authors considered the case of a small part of the
Iridium constellation, as future research works, they are currently working on
the performance evaluation of the scheme over the entire satellite constellation.
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Abstract. Recently, the request for multimedia broadband services via
satellite has been rapidly increasing. We envisage a group of terminals
that have to transmit (uplink) to a Network Control Center (NCC) via
a geostationary bent-pipe satellite; the NCC is interconnected to the
Internet through a router. Terminals employ the DVB-RCS standard to
communicate with the NCC. Due to both the intrinsic propagation delay
and the presence of a lossy radio channel, the Transport Control Protocol
(TCP) is particularly inefficient in the satellite scenario. Therefore, we
propose a novel cross-layer mechanism where resources are allocated by
the Medium Access Control (MAC) layer at the NCC depending on the
TCP behavior at remote terminals. Moreover, the MAC layer can also
intervene on the TPC data injection rate to avoid system congestion.
Simulation results show that: (i) our scheme prevents the occurrence of
TCP timeouts (due to the satellite network congestion), thus improving
the utilization of radio resources; (ii) it reduces the mean file transfer
time for ftp applications with respect to a classical allocation scheme.
This paper has been carried out within A&TCP research group of the
“SatNEx” NoE project (URL: www.satnex.org; contract No. 507052) be-
longing to the 6-th framework of the European Commission.

Index Terms: Satellite Networks, DVB-RCS, TCP.

1 Introduction

Satellite communications have an important role since they can be the sole
communication medium in unaccessible regions on the earth or in the Oceans.
Moreover, satellite networks are the best candidate to allow a fast provision of
broadband communications in different areas.

Towards the full protocol integration between terrestrial and satellite com-
munication systems, it is important to study techniques to support TCP traffic
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with adequate efficiency and throughput also in satellite systems [1]. Typical
characteristics of TCP are the gentle probe of system resources by progressively
increasing the injection rate of data in the network by using sliding windows with
dynamically adapted width; in such mechanism, a fundamental role is played by
the congestion window (cwnd) [2]. This approach is needed since the network is
a ‘black box’ and the TCP sender has no mean to know the network congestion
status before sending data. Congestion is revealed by the loss of TCP segments
with the consequent possibility of TCP timeouts that lead to the cwnd to be
reset to its initial value (typically 1 or 2 TCP segments) with a sudden and
significant TCP throughput reduction.

The TCP congestion control scheme leads to well-know inefficiencies in the
satellite scenario due to both the high Round-Trip Time (RTT) and the fre-
quent errors (with related losses of data) on the radio channel. TCP does not
distinguish between segment losses due to network congestion and those caused
by the radio link. Whereas, in the presence of a radio channel, many errors will
be produced with consequent frequent Retransmission TimeOut (RTO) expira-
tions that drastically reduce the throughput. However, these losses are not due
to network congestion and the cwnd reduction is not appropriate.

Referring to TCP-based applications, we have that the traffic injected in the
network is time-varying owing to the cwnd mechanism: cwnd can increase on
an RTT basis (slow start or congestion avoidance case) or suddenly decrease in
the presence of segment losses. On the basis of the above, a fixed bandwidth
allocation to a given TCP flow is particulary inefficient. Also a classical dynamic
channel allocation (considering the current state of radio resource allocation and
the behavior of the physical layer) can be quite inefficient, being unable to track
the TCP dynamics. Satellites are typically bandwidth and power limited. Hence,
to achieve a better utilization of radio resources in the presence of TCP flows, we
propose here a novel type of Dynamic Bandwidth Allocation (DBA), centrally
controlled by a Network Control Center (NCC), that operates as follows [3],[4]:

– As far as resources (layer 2) are available, the NCC tries to allocate trans-
mission uplink resources to a terminal so as to follow the behavior of its
cwnd (layer 4).

– When all resources are allocated, the NCC (layer 2) stops a further increase
in cwnd (layer 4) of the terminal.

– Resources are assigned according to a suitable prioritization scheme that
privileges flows having less allocated resources.

– Resources are allocated so that connections of the same type and in similar
conditions are fairly served (this entails resource rearrangements to avoid
that more recent connections are starved by older ones).

According to the above, at the remote terminals we have envisaged a cross-
layer dialogue so at to make resource requests to the NCC that are TCP-aware
(interaction from layer 4 to layer 2). The NCC allocates resources to terminals
on the basis of these requests; in case of congestion the NCC is also able to stop
temporarily a further increase in the cwnd value of remote terminals (interaction
from layer 2 to layer 4). Hence, there is a twofold cross-layer exchange of control
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information in our scheme [5],[6]. We have obtained that our resource allocation
technique permits to reduce the occurrence of TPC timeouts due to congestion,
since congestion is signaled in advance in the satellite network. Moreover, the
available resources are better utilized, thus reducing the mean delay to transfer
files with the ftp application (elephant connections).

2 System Architecture

In this paper we focus on an Interactive Satellite Network (ISN), based on the
DVB-RCS standard [3],[4]. In particular, we consider a GEOstationary (GEO)
bent-pipe satellite, Return Channel Satellite Terminals (RCSTs) and a Network
Control Center (NCC) that is connected to a router to access the Internet (see
Fig. 1). RCSTs are fixed and use the Return Channel via Satellite (RCS) that
allows transmitting data or signaling. The NCC is the heart of the network:
it provides control and monitoring functions and manages network resources
allocation according to a DBA approach.

Typically, the RCST is connected to a local network where different terminals
are present. For the sake of simplicity, in the following analysis we refer to a single
terminal (user) connected per RCST; the extension of such study to the case of
multiple terminals per RCST generating concurrent TCP flows is feasible1, but
beyond the scope of this paper where we are interested to prove the importance
of the cross-layer interaction between layers 2 and 4 in order to achieve both a
higher TPC throughout (layer 4) and an efficient utilization of resources (layer 2).
In such a scenario, it is also possible to employ a Performance Enhancing Proxy
(PEP) and to have a split of the TCP connection at the NCC [7]. While it is
widely acknowledged that the deployment of split-based solutions may lead to a
considerable performance improvement, we lose the typical end-to-end semantics
of TCP causing congestion at the intermediate buffers and the risk of undelivered
packets [8]. Finally, the IPsec protocol for secure transmissions requires that TCP
operates end-to-end. Hence, we focus here on an end-to-end solution, leaving the
comparison with the PEP approach to a further work.

3 DVB-S and DVB-RCS Air Interface Resources

DVB-S is used for the forward link (from NCC to RCSTs) and DVB-RCS is em-
ployed for the return link (from RCSTs to NCC); in both cases, a QPSK modu-
lation is used. DVB-S can achieve a (layer 2) maximum data rate of 38 Mbit/s,
whereas DVB-RCS has a maximum data rate of 2 Mbit/s. DVB-S has been con-
ceived for primary and secondary distribution (Fixed Satellite Service, FSS) and

1 In such a case, we may expect that the RCST aggregates the traffic needs coming
from the current cwnd values of its different TCP flows; when congestion occurs, the
RCST receives from the NCC a notification to stop the increase in the injection of
traffic, so that the RCST can block the increase of the cwnd values according to a
local criterion.
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Fig. 1. System architecture

Broadcast Satellite Service (BSS), both operated in the Ku (11/12 GHz) band
[9]. Such system is used to provide a direct reception from the satellite (Direct-
To-Home, DTH) for both a single user with an integrated receiver-decoder and
a collective access.

Below the transport layer and the IP layer we have the Multi Protocol En-
capsulation (MPE) that provides segmentation & reassembly functions for the
production of MPEG2-TS (Transport Stream) packets of fixed length (188 bytes)
that are transmitted according to time division multiplexing. To the block of
data coming from the application layer, a TCP header of 20 bytes, an IP header
of 20 bytes and an MPE header+CRC trailer of 12+4 bytes are added; the
resulting blocks are fragmented in payloads of MPEG2-TS packets. Then, trans-
mission is performed according to several steps, such as: channel coding (external
Reed-Solomon coding, convolutional interleaver, internal convolutional coding,
puncturing), baseband shaping of impulses, and QPSK modulation.

The DVB-RCS air interface is of the Multi Frequency - Time Division Mul-
tiple Access (MF-TDMA) type: resources are time slots on distinct available
carrier frequencies with different possible available bandwidths. DVB-RCS re-
sources are divided in super-frames that are characterized by suitable portions
of time and frequency bands. The DVB-RCS standard considers that the max-
imum super-frame length is 93.2 s. Each super-frame is divided in frames that
are composed of time slots; the frames can have different duration, bandwidth
and composition of time slots. An RCST can have assigned slots belonging to
the same frequency or to different frequencies with the constraint that only one

Fig. 2. Use of MF-TDMA slot resources on different carrier frequencies
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frequency can be transmitted at once (see Fig. 2). The NCC assigns to each
RCST a group of bursts (i.e., the related slots), each of them characterized by
a frequency, a bandwidth, a start time and a duration. The NCC communicates
resource allocations to RCSTs through the Terminal Burst Time Plan (TBTP),
a control message belonging to the set of System Information (SI) table. Note
that TBTP can be updated (resent) at every super-frame.

The DVB-RCS standard envisages 5 types of resource allocation: (i) Con-
tinuous Rate Assignment (CRA); (ii) Rate-Based Dynamic Capacity (RBDC);
(iii) Volume-Based Dynamic Capacity (VBDC); (iv) Absolute Volume-Based
Dynamic Capacity (AVBDC); (v) Free Capacity Assignment (FCA). Whereas
in the former 4 categories a quantity of slots (if available) is assigned to the
RCSTs according to their requests (a fixed quantity in CRA or a variable one
in the other 3 cases), the FCA assignment strategy allocates the resources not
used in a given super-frame (after the satisfaction of the other types of assign-
ment requests), without explicit requests made by the RCSTs (a sort of bonus to
reduce possible delays). Since in this paper we need to employ a DBA scheme,
the two major candidates are VBDC and AVBDC due to the fact that in both
cases time-varying resource requests are made by the RCSTs. In the VBDC as-
signment, an RCST dynamically requests the total number of slots needed to
idle its queue; requests are cumulative. Such category is typically used for Web-
browsing traffic. Whereas, in the AVBDC case, an RCST dynamically requests
the number of slots, but requests are absolute (not cumulative). Even if VBDC
is the default mode in the DVB-RCS standard, it seems that an AVBDC-like
scheme should be used in our scenario, since, according to the envisaged cross-
layer approach, requests are not exactly related to the status of the buffer and
are not cumulative, but rather they refer to the prospected next value of the
congestion window cwnd for each TCP flow (mapped here to a single RCST).

4 Cross-Layer Air Interface Design

Several techniques (such as DBA, adaptive modulation and coding, etc.) need to
be adopted in satellite communication systems to improve their efficiency. These
techniques permit to follow the dynamics of the system. The conventional OSI
protocol stack is based on independent layers, thus precluding the adaptation
of each layer according to changing system conditions. The cross-layer approach
proposed in this paper is a new paradigm that addresses adaptation considering
both system dynamics and the highly varying traffic demand of applications. The
classical way to design an interface is to specify separately physical, link, network
and transport layers. Nevertheless, the overall performance can be improved by
means of a joint design of several protocol layers. This is the aim of the cross-
layer approach, where a protocol stack optimization is achieved by introducing
novel interactions even between protocols belonging to non-adjacent layers. Due
to the specificity of the optimization process, the cross-layer design needs to be
suitably tailored for our DVB-RCS scenario.
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In the light of the above, this paper proposes the definition of a layer 2 MAC
protocol that on the RCST side exploits information coming from TCP [5],[6]
and interacts with the layer 2 on the NCC side for resource allocation decisions.
Different methods can be used to implement the cross-layer exchange of infor-
mation, as described in [10]; among them, particularly interesting solutions are
the use of packet headers or the adoption of Internet Control Message Proto-
col (ICMP) signaling to create holes in the layers of the protocol stack so that
messages can be propagated across layers.

4.1 Dynamic Resource Allocation for TCP Flows with Interactions
Between Layer 2 and Layer 4

Referring to the network architecture shown in Fig. 1, our resource management
scheme (centrally coordinated by the NCC) is described below considering the
protocol stacks detailed in Fig. 3. In what follows, we refer to the TCP NewReno
version where some packet losses can be recovered without a timeout expiration
by means of the duplicated ACK mechanism [11],[12].

In the return channel, RCSTs send their resource requests to the NCC on
the basis of the expected behavior of their cwnd values in the next RTT; this is
obtained through a special message from layer 4 to layer 2 of the RCST and, then,
to layer 2 of the NCC. Then, the NCC looks at the available uplink resources of
the MF-TDMA air interface and sends a broadcast response every super-frame
to update the resource allocation to the RCSTs (forward channel) by means
of the TBTP message. Hence, resource allocation to RCSTs is dynamic on the
basis of the behaviors of their congestion windows. Moreover, resources are fairly
shared among competing flows of the same type. When a further increase in the

Fig. 3. Protocol stack and cross-layer interactions (view of both the RCST side and
the NCC side)
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need of allocated resources to an RCST cannot be fulfilled by the NCC (all the
MF-TDMA time slots are assigned and no reassignments are possible), layer 2
of the NCC sends a special message to layer 4 of this RCST to stop temporarily
further increases in cwnd.

The MAC header in the resource request message sent by the RCST to the
NCC contains the two following data that are essential for our resource allocation
scheme: (i) the TCP phase flag; (ii) the estimate of the congestion window value
(cwndnext) for the next RTT. The NCC filters any incoming packet in order to
compare the cwndnext value with the amount of resources already assigned (ares)
to the corresponding RCST (in terms of packets). Two cases are possible:

– If cwndnext < ares, the NCC considers that a packet loss has occurred so
that the cwnd has been reduced; then, for the next RTT cwndnext resources
will be allocated to the RCST and ares − cwndnext resources will be made
available and equally shared among the connections of other RCSTs (this is
the typical case of a channel loss).

– If cwndnext > ares, the NCC considers that the RCST (i.e., TCP sender)
needs a capacity increase in the next RTT. Such resource request is managed
as outlined below.

The request is inserted in either a high-priority queue or a low-priority one,
respectively depending on the slow start phase or the congestion avoidance one,
as specified by the TCP phase flag in the MAC header. Requests in the queues
are served as follows:

– The NCC allocates further resources (in the next RTT through the broadcast
TBTP message) first to requests in the high priority queue; then, requests
in the low-priority queue are considered if there is still available capacity.

– A minimum resource allocation has to be granted to RCSTs starting to
transmit (slow start phase). When all resources are already assigned, a new
RCST entering the service will receive a minimum resource allocation of one
slot per MF-TDMA super-frame, by de-allocating it from RCSTs with the
highest amount of allocated resources.

– When new resources are available (due to the end of a connection or due to
a cwnd reduction, etc.) these are primarily assigned to RCSTs in the slow
start phase (high priority queue).

– Within each queue the available resources are assigned to all the pending
requests according to the Maximum Legal Increment (MLI) algorithm [13]
that guarantees a fair approach.

– When all the resources are assigned (the systems is congested), the DBA
scheme envisages a fairness mechanism that de-allocates resources on an
RTT basis from those TCP flows with higher assigned resources in favor
of those with lower assigned resources (irrespective of the related TCP flow
phases) in order to avoid that older TCP flows saturate the available capacity
and forbid new ones to acquire adequate resources.

If the resource request of a given RCST cannot be fully satisfied in the current
super-frame, the NCC creates a “waiting list” to assign resources in the next
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super-frames. If also the amount of the needed resources exceeds the available
resources in an RTT, the NCC defines a cwnd∗ value lower than the current
cwndnext value determined by the RCST; the cwnd∗ value, conveyed in a field
for TCP options in the segment overhead, is sent back to the RCST up to layer
4 to modify the current cwnd value used by the RCST as: cwnd ← cwnd∗. Such
procedure is repeated until the congestion persists; hence, during congestion
periods, an RCST has a flat cwnd behavior forced by layer 2 of the NCC. Such
approach is quite important: since the NCC has a complete control over the
resources of the ISN, it can stop (in the presence of congestion) further increases
of cwnd that would only cause packet losses and throughput reduction at the
TCP level.

Note that in typical (non-cross-layer) DBA implementations, the buffer at
the MAC level of an RCST has a value equal to the Bandwidth-Delay Product
(BDP) of the ISN. Hence, MAC requests a certain number of resources according
to the contents of the buffer with DBA. Whereas, in our DBA case with cross-
layer approach, the MAC layer requests resources according to the cwnd value
estimated for the next RTT; therefore, the MAC buffer contains only those
packets waiting for transmission (i.e., the packets to which resources are assigned
and that wait for the corresponding slots).

5 Simulation Results

We have implemented a simulator in the ns-2 environment to test the poten-
tialities of our proposed cross-layer approach [14]. We have modified the C++
code and created two new specific classes: “Cross-layer” and “DBA-algorithm”.
The former (inside the RCST) performs the functions for the exchange of in-
formation between TCP and MAC and the functions for the estimation of the
requested resources for the next RTT (i.e., cwndnext). The latter (inside the
NCC) implements the algorithm to allocate/deallocate resources to RCSTs with
the evaluation of cwnd∗. The simulator is realized through one node for the
NCC, one node for the GEO-satellite and one node for each active RCST.

Our simulation scenario is numerically characterized as follows: RTT (GEO
satellite) = 540 ms; a single frequency carrier; super-frame length = 54 ms (10
super-frames = 1 RTT); TCP segment size = 1444 bytes plus headers of TCP
(20 bytes), IP (20 bytes), and MPE (16 bytes for header and trailer), so that
the resulting packet length is of 1500 bytes; layer 2 (MPE) buffer length = 50
packets; bit-rate on a carrier = 2 Mbit/s; transport protocol = TCP NewReno;
Ku band channel model of the AWGN type for clear sky conditions with Packet
Error Rate (PER) ∈ (5× 10−4, 5× 10−2); ftp transfer with file size = 5 Mbytes
or 7.5 Mbytes (elephant connections); ftp traffic model = ACK clocked; the
receiver window has been assumed infinite not to limit the transmission window.
We have adopted a resource granularity of 1 slot (minimum resource allocation)
corresponding to 4 packets (1500 bytes), i.e., a train of MPEG2-TS packets,
transmitted in a burst (slot).
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Fig. 4 shows the operation of the resource allocation algorithm that permits
to assign resources to a single RCST according to the behavior of its cwnd.
This graph has been obtained for a single RCST having to transfer a file of 7.5
Mbytes (i.e., 5000 packets) with a PER = 3×10−4. The initial ssthresh value is
50 packets. The cross-layer technique permits to request to the DBA controller
an amount of resources corresponding to the estimated cwnd value for the next
RTT; such request is fulfilled only if there are available transmission resources.

Fig. 4. Behavior of the TCP congestion window as compared to the assigned resources
per RTT

Fig. 5. Mean file transfer time as a function of PER for both our scheme (DBA) and
the classical fixed channel allocation (‘no DBA’)
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cwnd reductions are due to packet losses caused by the radio channel. In such
cases, the cwnd value is halved, according to the NewReno scheme, and the DBA
technique is able to change adaptively the resource allocated on an RTT basis.
It is important to note that no TCP timeouts occur with our algorithm.

The behavior of the mean file transfer time (for files of 5 Mbytes) as a function
of PER is shown in Fig. 5 for 30 RCSTs connections (starting at regularly spaced
intervals of 10 s). This graph shows that the mean file transfer time in the fixed
allocation case (‘no DBA’, i.e., fixed share of the available capacity among the

Fig. 6. Behavior of assigned resources in the time in the presence of three concurrent
TCP connections

Fig. 7. Mean file transfer time for both DBA and fixed channel allocation (‘no DBA’)
as a function of the mean arrival rate of ftp connections (PER = 0)
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RCSTs) is much higher than that in the proposed DBA scheme. We note that the
mean file transfer time increases with PER since the TCP goodput is affected by
errors; of course, the proposed DBA scheme takes advantage of both the efficient
use of resources and the reassignments in case of packet losses so that the mean
file transfer time is significantly reduced with respect to the classical ‘no DBA’
scheme.

Fig. 6 refers to a case with 3 RCSTs starting ftp connections at different
instants with PER = 1.5× 10−4 and files to be transferred of 7.5 Mbytes. These
TCP-based connections start at different times; hence, even if the first connection
saturates the available resources, the new entering ones entail a deallocation
of resources up to an instant (around 30 s) where all the three connections
fairly share the available capacity. Around the time of 45 s, the first connection
experiences a loss so that its cwnd is halved; the new available resources are
shared among the remaining connections. When the first connection recovers
from the loss, we return to a situation where all the three connections fairly share
the available capacity. Such approach permits to achieve an efficient utilization
of radio resources even in the presence of losses due to the radio channel.

Finally, Fig. 7 presents the mean file transfer time as a function of the mean
rate for the arrival of RCST ftp connections (Poisson process) for file transfers
of 7.5 Mbytes/s with PER = 0. As expected, we can note a reduction in the
mean file transfer time allowed by the proposed DBA scheme due to the more
efficient use of radio resources.

6 Conclusions

DVB-RCS is an open standard for interactive broadband satellite services. We
have considered a group of terminals that, using TCP as transport protocol,
send data to the NCC that adopts a DBA scheme where resources are allocated
on the basis of the TCP congestion window trend of each terminal. The obtained
preliminary results clearly prove that this cross-layer approach permits to im-
prove the performance at the transport level while achieving a high utilization
of radio resources and reducing the occurrence of TCP timeouts.
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Abstract. This paper investigates an aggressive back off strategy as part of the 
congestion management algorithms developed for Direct Broadcast Satellites 
with Return Channel Systems (DBS-RCS). The satellite architecture considered 
in this work is based on an asymmetric architecture with the high capacity for-
ward link provided by the DBS and low speed return channel is provided by a 
constellation of Low Earth Orbiting (LEO) satellites. The network carries both 
Moving Pictures Expert Group (MPEG) coded video traffic and other data traf-
fic having available bit rates (ABR) which is based on Reliable DBS Multicast 
Protocol (RDMP). Due to overwhelming complexity of real DBS-RCS systems, 
unless unduly simplifications are made, an exact analysis of this system be-
comes impossible. Therefore, we rely on the testbed results for investigation of 
the proposed aggressive back off strategy.  In this paper, we first present a brief 
background on adaptive resource allocation and management (ARAM) system 
developed in our earlier work [1]. Then, we provide the proof of concept ex-
periments for the newly introduced aggressive back off strategy. We show that 
the distributed control provided by the watermarks provides performance com-
parable to the baseline ARAM model. We also show that an aggressive back off 
strategy should be used for increased QoS. 

1   Introduction 

The future broadcast satellite system is under investigation for an asymmetric archi-
tecture with high capacity forward link provided by the Direct Broadcast Satellites 
(DBS) and lower speed return link provided by either a terrestrial link or a constella-
tion of Low Earth Orbiting (LEO) satellites [1]. The challenge is to manage the dy-
namic bandwidth needs of Moving Pictures Expert Group (MPEG) video traffic while 
maintaining their Quality of Service (QoS). The purpose of this paper is to present an 
adaptive control approach for multiplexing heterogeneous traffic types over a Direct 
Broadcast Satellite (DBS) to end-users located in different regions experiencing  
varying channel conditions. When the MPEG coded video bit rates are at peak values, 
then network congestion will typically occur unless the network is designed to  
accommodate such peaks.  Such congestion will degrade performance as evidenced 
by in-creased packet delays and packet losses for both the variable bit rate traffic as 
well as other traffic in the network.  However, if the network is designed for peak 
rates, then it will be over designed for nominal rates resulting in excess capacity. 
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Due to stringent service requirements of integrated satellite networks, the admis-
sion control and resource management scheme may become more challenging than 
traditional wired/wireless networks. [2] presents the performance of a movable 
boundary accessing technique, detailing the admission control and resource allocation 
procedure, in a multiservice satellite environment. [3] provides performance results 
for both conventional and dual movable boundary schemes. [4] presents the simula-
tion results for an end-to-end connectivity planning and admission control for a multi-
beam satellite network with on-board cross-connectivity. [5,6] propose an adaptive 
call management system real-time (low-interactive) VBR traffic over GEO satellite 
links. [7] presents simulation results for the performance of the combined/fixed reser-
vation assignment scheme for aggregated traffic. [8] presents the simulation results 
for the medium access control of the broadband satellite networks. [9] presents the 
performance of end-to-end resource management in ATM GEO satellite networks. 
[10] presents an integrated connection admission control scheme for multiple wireless 
systems, ranging from terrestrial cellular networks to satellite networks. 

The admission control approach described in this paper is based on the Adaptive 
Resource Allocation and Management (ARAM) algorithms described in [1].  ARAM 
is intended to ameliorate these problems in three ways: 

− Design the network to leverage the statistical multiplexing effects, i.e., not all 
peaks occur at the same time, 

− Adjust the rates of Available Bit Rate (ABR) traffic with less stringent latency 
requirements, 

− Scale the MPEG video to operate within the bandwidth if all else fails. 

In this way a balance is maintained between meeting user needs without an over de-
signed network.  The rest of this paper is given as follows. Section II presents a brief 
description of the system architecture envisioned for deployment of the above tech-
niques. Section III presents the aggressive back off strategy in adaptive control algo-
rithm of the forward link satellite channel. Section V describes the testbed and proto-
col work. Section V presents proof of concept experimental results. Section VI con-
cludes this study. 

2   Background 

Figure 1 portrays the system concept that is based on an asymmetric architecture such 
that existing technology may be most effectively employed. The system delivers high 
volumes of information (data, imagery, video) from Source Systems located in safe 
havens to Application Platforms, i.e., user systems experiencing different channel 
problems.   The system uses a high capacity forward link provided by a DBS to multi-
cast data, imagery, and video packets from Source System hosts to DBS Field Termi-
nals (DFTs) located at the satellite down link facility.  Upon receipt of these packets, 
the DFT routes them to the user Application Platform (AP). The DFT is a combina-
tion of DBS antenna, RF system, and DVB decoder with an IP router. The interface 
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Fig. 1.  System Architecture 

between the DFT and Application Platforms may be either: local area network, or 
remote connection by a terrestrial wireless network. 

The low speed return link is provided by a constellation of Low Earth Orbit-ing 
(LEO) satellites. Since the area of coverage of the LEO satellite may not in-clude the 
Source Systems, the LEO will downlink return packets to an in-theater gateway.  The 
LEO gateway will then transmit the packets to the Source System via a terrestrial 
backhaul network. To deliver large volumes of information, this system utilizes the IP 
multicast protocol as the integrating technology.  

The system provides the following two types services: 

− Available Bit Rate (ABR) service for the reliable multicast of data and imagery, 
− Variable Bit Rate (VBR) service for the MPEG video. 

The ABR provides the error free delivery of data (files, images, or objects) to each 
receiving entity resident in the AP. In the case of transmission errors, it notifies both 
the sending application and network management for a retransmission. This service 
which is implemented by the Reliable DBS Multicast Protocol (RDMP), guarantees 
the reliable delivery of messages to receivers or identifies an error condition [3].   The 
RDMP concept in terms of its ARQ (Automatic Repeat reQuest), flow control, syn-
chronization, and recovery capabilities are described in [3]. Based on network conges-
tion, it transmits its packets at a rate ranging from (Tmin, Tmax). 
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The VBR provides the delivery of variable rate MPEG video via IP multicast from 
one source to many receivers. Since this service operates in a real-time mode, it does 
not utilize any acknowledgment techniques but relies on the quality of the underlying 
network to ensure an acceptable error rate. Analogous to ABR, the VBR service ad-
justs its offered data rate based on network conditions. While it requires the fixed 
delivery of 2 GOPs per second, the length of the frames may be adjusted over a range 
(Lmin, Lmax) to control the MPEG coding rate [7]. 

3   Aggressive Backoff Strategy in Adaptive Control Algorithm 

The Adaptive Control concept for multiplexing the ABR and VBR traffic allows for 
an arbitrary mix of ABR and VBR traffic. A Resource Manager allocates available 
capacity to the ABR and VBR services based on priority, time window when service 
is needed, and cumulative queuing time of a request.  Since the VBR services operate 
with a variable data rate, this allocation assumes some statistical multiplexing of VBR 
services will occur.  As described in [1], the number of services allocated is based on 
the assessment that the capacity allocated to the VBR services will only exceed the 
assigned capacity a fixed percentage of the time. 

The control algorithm is based on the concept of watermarks, as measured in the 
uplink router queue [12].  The traffic will be multiplexed from several hosts over a 
LAN to a router that is directly connected to a satellite uplink facility.  Since the LAN 
will have a higher data rate than the satellite uplink, the uplink will be a bottleneck.  
Therefore, congestion will be detected at the uplink router where packets are passed 
to the satellite ground station for transmission. In this concept, the watermark is meas-
ured as the uplink queue utilization in the router.  The router will periodically multi-
cast its “uplink queue watermark” over a network management socket to all of the 
Source System Hosts.  When hosts serving ABR traffic receive a watermark message 
on the net management socket, they will adjust their transmission rate according to its 
watermark action table which will specify the fraction, fk, for adjusting the transmis-
sion rate for level k. When the watermark indicates the queue utilization is low, then 
the ABR transmission rate will be increased to Tmax.  Analogously, when the queue is 
heavily utilized, the transmission will be backed off to Tmin.  When the watermark 
message is received indicating the current utilization is between Level k-1 and k, the 
host will determine the closest match in the action table, e.g., Level k.  Then if the 
watermark has changed from the previous report, then the new transmission rate will 
be set with the rate factor, fk, at: 

Tnew  = Tmin  + fk *(Tmax  – Tmin ) 

The adjustment of the VBR traffic is done analogously except the frame length is 
adjusted based on the watermark, but the transmission rate stays the same.  For exam-
ple, the new frame length would be determined as: 

Lnew  = fk *Lnom 

where Lnom is the frame length at the nominal compression rate and fk is the scaling 
factor. With watermarks, source systems are alerted of congestion by watermark  
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messages and take action by reducing the source rates. The watermark table may be 
static or dynamic.  For example, as the number of active users changes over time, it is 
desirable to modify the granularity of the adjustments being made.  For example, 
when congestion occurs with a small number of users, large adjustments per user will 
be required to alleviate congestion while if there are a large number of users, smaller 
adjustments may suffice.  Therefore, as the number of users changes the Resource 
Manager may update the watermark action tables.  

Since digital signals over satellites have a very abrupt threshold, the video quality 
may completely degrade when the signal falls below the threshold. When the error 
rate threshold has been less than the acceptable threshold for N (typically 5) periods, 
then the FEC rate is increased to the next level.  Because of the curves are very steep, 
decreasing the FEC rate by one level from levels of 7/8, 5/6, or even 3/4 may provide 
no improvement in performance.  Therefore, the ARAM Resource Manager will re-
duce the FEC rate to either 1/2 or 2/3. 

4   Testbed and Protocols 

Figure 2 depicts the logical layout of the testbed. Source Hosts (MPEG, emulated 
MPEG, and RDMP), Resource Manager implements the algorithms, Uplink Router 
implements the queue management algorithms, Satellite Emulator introduces the  
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Fig. 2. Testbed Concept 
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delays and error rates representative of DBS satellites, and set of VBR and ABR re-
ceivers. The testbed elements are implemented using PCs or workstations.  Although 
theUplink Router and Satellite Emulator represent separate physical elements, they 
are implemented in the same PC to minimize testbed resources.  

The representation of ARAM in the testbed is a simplified version of simulations 
because the testbed has the capability to model only a small number of MPEG flows 
(compared to the 30-40 flows in the simulation).  As depicted in the figure, the Re-
source Manager is driven by the Frame Error Rate report from the Receivers and the 
Dropped Packet Reports from the Uplink Router.  Based on these inputs, the Resource 
Manager resets the FEC rate and informs the Source Systems of the FEC change via 
the Scale Factor message.  The Scale Factor reflects the change in information capac-
ity due to the change in FEC rate.  It is defined as the ratio of current FEC rate to the 
starting FEC rate.  For example, if the starting FEC rate is 3/4 and the current rate is 
1/2, then Scale Factor = (1/2 )/ (3/4) =  2/3. 

Introduction of the real MPEG stream into the testbed was difficult because of the 
heavy processing load required for MPEG encoding.  Therefore, MPEG compression 
was performed off-line MPEG data was stored on disk with four compression rates 
(shown by the four color coded files in the figure).  When the ARAM algorithm indi-
cated a change in the compression rate was required, the source selected the corre-
sponding MPEG file for transmission over the network.  The decoder then received a 
video stream with the compression rate changing over time (shown by the file having 
four shades). 

The emulated traffic was introduced using a superposition of two first-order auto-
regressive, AR(1), processes; one captures the short, and the other captures the long 
term dependencies of MPEG coded video traffic [12]. 

RDMP was developed to provide a reliable multicast service over a DBS satellite 
with a low speed return link.  It operates over UDP because it has been developed as a 
UNIX application. For an operational system, RDMP would be modified to run di-
rectly over IP and reside in the UNIX kernel.  Details on RDMP and the details of 
RTP-MPEG header encapsulations are described in [13]. 

5   Proof of Concept Experiments 

This section describes the physical layout and the data display developed to show the 
experimental results as tests are being conducted.  First, Figure 3 depicts the hardware 
layout, organized in Source and Receiver Systems.  It also shows the functional resi-
dency of each device in terms of RDMP sender/receiver, Emulated VBR 
sender/receiver, and MPEG sender/receiver. For ease of implementation, one of the 
RDMP receivers (DBS3) collects the watermark, scale factor, and RDMP throughput 
data and sends it to the MPEG Display host (APOLLO) such that an integrated d 
isplay can be produced.  However, this is for display purposes only and would be 
implemented in an operational system.  

The watermark strategy employed in the experiments was to first backoff the 
RDMP transmission rate and then backoff on the MPEG rates.  The RDMP water-
mark tables were set to begin backing off when the watermark hit a 50% level.  At the 
50% level, the RDMP transmission rate was adjusted to 90% of the maximum rate 



142 T. Tu cu and F. Alagöz 

 

while when the watermark hit 100%, the transmission rate was reduced to 50% of the 
maximum value. 

For the MPEG traffic, the backoff began when the watermark hit 80%.  The fol-
lowing adjustments were used: 

80% - transmit at 95% of nominal rate, 
90% - transmit at 90% of nominal rate, 
100% - transmit at 90% of nominal rate. 
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Fig. 3. Hardware Layout 

These rates are very aggressive because there are only two MPEG streams. In order to 
display results as the experiments are being performed, the real-time display is devel-
oped.  The proof of concept experiment was successfully conducted for both a good 
channel scenario and a Gilbert channel alternating between good and bad channel 
conditions. It was demonstrated that the source rates for both the emulated and actual 
MPEG streams and the RDMP stream could be successfully changed in response to 
the watermark message.  It was also demonstrated that the FEC rate could be  
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Fig. 4. Representative Screen Display 

adjusted by the ARAM algorithm. Figure 4 depicts the representative screen display 
showing data captured during the experiments. 

6   Conclusions 

In this paper we presented the testbed performance results of an aggressive back off 
strategy for congestion control in integrated satellite networks. We demonstrated a 
proof concept for implementation of the adaptive resource allocation and management 
(ARAM) algorithms based on the use of watermarks, to detect congestion in the sys-
tem.  It has been shown by simulation that the distributed control provided by the 
watermarks provides performance comparable to the baseline ARAM.  Also, the test-
bed results show that utilizing an aggressive back off strategy, i.e., back off later 
rather than sooner, provides a higher quality of service even though more frames are 
dropped because performance will not be unnecessarily reduced. 
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Abstract. In this paper, an improvement to TCP-Peach+, called TCP-
Peach++, is proposed to improve the throughput performance for satel-
lite IP networks with asymmetrical bandwidth and persistent fades. The
delayed SACK scheme is adopted to address the problems due to band-
width asymmetrical satellite links. A new protocol procedure, Hold State,
is developed to address the link outages due to persistent fades. The
simulation results show that TCP-Peach++ improves the throughput
performance during rain fades and addresses the bandwidth asymmetry
problems in Satellite IP Networks.

1 Introduction

Satellite networks will play a crucial role in the global infrastructure of the Inter-
net. They do not only provide global coverage, but also are capable of sustaining
high bandwidth levels and supporting flexible and scalable network configura-
tions. Satellite networks can also be used as a backup for existing networks, e.g.,
in case of congestions or link failures, traffic can be rerouted through satellites.
Satellite networks have high bit error rate (BER) and long propagation delays [1].
Traditional TCP schemes usually perform poor in these situations [6] and thus,
TCP-Peach and its enhancement, TCP-Peach+, [1] have been proposed to ad-
dress these problems. However, satellite IP networks are also characterized by
the following problems, which are not directly addressed by the TCP-Peach and
TCP-Peach+ [1]:

– Low Bandwidth Feedback Link: The feedback link is usually not faster than
several hundred Kb/s for small satellite terminals and a few Mb/s for larger
satellite terminals [3]. This causes bandwidth asymmetry between the ca-
pacities of forward, i.e., from satellite to terminals, and feedback links, i.e.,
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from terminals to satellites. This leads to congestion in the feedback link
resulting in severely degraded network performance. A terrestrial feedback
link to the sender has been proposed in [4]. However, this is not practical in
some cases, especially for mobile receivers, which need to use low-bandwidth
uplink channel as the feedback link.

– Persistent Fades: Satellite link channels may also experience persistent link
fades, i.e., intermittent link blockages and signal losses, due to handoff or
signal fading by environmental obstructions such as tunnels, bridges, moun-
tains, and varying weather patterns such as rainstorms [2,5]. The congestion
control algorithms must address the persistent fades to reduce performance
degradation and unnecessary transmissions when the links are unavailable.

In this paper, in order to address above challenges, we propose an improve-
ment to TCP-Peach+, called TCP-Peach++, to improve the throughput per-
formance in satellite IP networks with asymmetrical bandwidth and persistent
fades. The delayed SACK scheme is adopted to address the bandwidth asym-
metry problems and a Hold State is incorporated into the congestion control
in TCP-Peach+ to address the persistent fades. Performance evaluation shows
that TCP-Peach++ effectively addresses these challenges and hence improve the
throughput performance in satellite IP Networks.

2 TCP-Peach++

In this section, the details of the developed protocol algorithms are presented.

2.1 The Delayed SACK

TCP-Peach+ [1] uses the selective acknowledgment (SACK) options to assure re-
liable data segment transmission. TCP-Peach+ sink continuously sends a SACK
back to the source for each data packet it receives. If the data packet size is
1KB and SACK size is 40 Bytes, then the ratio of the traffic in the forward and
feedback channels is 25 : 1, i.e., no congestion will occur in the feedback chan-
nel only if the bandwidth asymmetry does not exceed 25 : 1. However, satellite
IP networks have low bandwidth feedback links usually not faster than several
hundred Kb/s for small satellite terminals and a few Mb/s for larger satellite
terminals [3], i.e., the bandwidth asymmetry may exceed 25 : 1. Thus, sending
one SACK for each data packet may cause congestion in the feedback channel
resulting in overall performance degradation.

In order to reduce the number of SACKs in the feedback channel, we adopted
the delayed SACK scheme into the TCP-Peach++ protocol algorithms. The
TCP-Peach++ sink maintains a delayed-SACK factor, d, and sends one SACK
for every d data packets received if the sequence numbers of the received packets
are increased accumulatively. Otherwise, it sends a SACK back to the satellite
immediately. As a result, the amount of traffic in the feedback channel is con-
trolled by adjusting the delayed-SACK factor d. Note that if d is sufficiently
large, no congestion will occur in the feedback channel.
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2.2 The Hold State

TCP-Peach++ congestion control contains two new algorithms: Jump Start and
Quick Recovery [1] as well as the two traditional TCP algorithms, Congestion
Avoidance and Fast Retransmit. In order to address the persistent fades due
to varying weather patterns, such as rain fades, the Hold State is incorporated
into the congestion control in TCP-Peach++. The flow chart of TCP-Peach++
congestion control algorithm is illustrated in Figure 1.
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Fig. 1. TCP-Peach++: Flow Chart

The sender receives SACKs for reliability control purposes. If the sender does
not receive any SACK from the receiver for a certain period of time Tf , it infers
this condition as a result of persistent fade and goes to the Hold State. In the
Hold State, the sender first records the current congestion window cwnd in the
variable rf cwnd. The sender then freezes all retransmission timers and starts
to send NIL segments to the receiver periodically in order to probe the link
availability. Upon receiving a probing NIL segment, the receiver sends a SACK
immediately to the sender to report its current buffer status.

If the sender receives the SACKs for the probing NIL segments, it infers that
the persistent fade is over and resumes sending data packets. If rf cwnd=1, it
goes to the Jump Start State, otherwise, let cwnd=rf cwnd. In the latter case,
the sender first transmits rwnd − cwnd NIL segments [1] to probe the available
bandwidth, where rwnd is the receiver window size, and then enters the Quick
Recovery State to recover the missing packets. Hence, with the help of Hold



148 J. Fang and Ö.B. Akan

State and NIL segments, TCP-Peach++ source can quickly recover its original
congestion window size after the persistent fade is over.

3 Performance Evaluation

For the performance evaluation purposes, we developed our own simulation
model using a c++ development environment. In the simulation topology, there
are 10 senders and 10 receivers. The senders send packets to the satellite through
a gateway, then the satellite forwards packets to the receivers. The receiver
use the satellite uplink channel as the feedback link to the sender. Since the
GEO satellite network is considered, the RTT values is assumed to be (550ms).
The measured packet loss probability due to link errors in the channel varies
from 10−6 to 10−2. Furthermore, we assume the gateway buffer length to be
50 segments and rwnd = 64 segments. We also assume that the link capacity
is c = 1300 segments/sec which is approximately 10 Mb/sec for TCP segments
of 1000 bytes. Also, note that the application is assumed to be reliable data
transport and simulation time is set to be 100 secs.

The performances for rain fades and bandwidth asymmetry are illustrated in
Section 3.1 and Section 3.2, respectively.

3.1 Rain Fade

We assume rain fades last for a short duration of not more than 60 seconds sim-
ilar to the assumption made in [5] and rain fade occurs at time t=20 seconds.
The timeout threshold Tf for detecting rain fades is chosen to be the same as
the retransmission timeout threshold. The sender may go to the Jump Start
State before it can infer rain fade, thus, it always records the current conges-
tion window cwnd into the variable rf cwnd before it goes to the Jump Start
State. During the Hold State, the sender stops sending any data packets and
freezes all retransmission timers to avoid unnecessary transmission. However,
it periodically sends NIL segments [1] as probing packets to detect when rain
fade is over. To investigate the performance improvement by the Hold State, we
also consider TCP-Peach++ without the Hold State, i.e, TCP-Peach+, where
the sender keeps going into the Jump Start State when the transmission timer
expires. The throughput performance for TCP-Peach++ with and without the
Hold State is shown in Figure 2.

As shown in Figure 2, the throughput with the Hold State is always higher
than that without the Hold State. Note also that the relative throughput im-
provement achieved is approximately constant for different rain fade periods.
For the rain fade period of 60 seconds, TCP-Peach++ with Hold State achieves
throughput improvements of 67% over TCP-Peach+ as shown in Figure 2. The
reasons that TCP-Peach++ with the Hold State achieves higher throughput can
be outlined as follows:

– In the TCP-Peach++ with Hold State, the sender uses NIL segments [1] as
probing segments to obtain the exact information about link loss situation.
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Fig. 2. Throughput vs. rain fade period

On the other hand, without the Hold State, the sender has to wait for the
retransmission timer to expire and then goes to the Jump Start State to
send packets to the receiver.

– With Hold State, the TCP-Peach++ sender records its current congestion
window when the persistent fade occurs and keeps this congestion window
after fade is over. However, without the Hold State, the sender always goes
to the Jump Start State and the congestion window is set to 1.

Therefore, TCP-Peach++ improves the throughput in persistent fade condi-
tions by incorporating the new Hold State procedure.

3.2 Bandwidth Asymmetry

Since the feedback link capacity is usually very low for satellite networks, the de-
layed SACK scheme explained in Section 2.1 is adopted to address the bandwidth
asymmetry problem, i.e., the receiver sends one SACK for a certain number of
received data packets. This number is called the delay factor, d. We investigate
3 cases of the bandwidth asymmetry problems, i.e., the feedback link bandwidth
is 1 Mb/s, 100 Kb/s and 64 Kb/s, respectively. Also, assume the link capacity
from the sender to the receiver is 10 Mb/s. The throughput performance with
respect to different delay factors is shown in Figure 3.
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Fig. 3. Throughput vs. delay factor

When the feedback link bandwidth is 1 Mb/s, the throughput performance
is not degraded for this bandwidth asymmetry ratio. The reason is that the
ACK size is usually about 40 Bytes, which is much smaller than the data packet
size 1 KB, thus, the feedback link is not congested. However, the throughput
performance decreases with increasing bandwidth asymmetry ratio. For exam-
ple, the throughput drops to 86.223 from 115.425 KB/s when the feedback link
bandwidth is 100 Kb/s and the delayed SACK scheme is not used, i.e., d = 1.
For the cases where the feedback link bandwidth is 100 Kb/s and 64 Kb/s, the
throughput increases with increasing delay factor d by 11.5% and 34.5%, respec-
tively, and reaches the highest value when delay factor is 3, which is close to the
throughput for 1 Mb/s. However, since TCP operation relies on the ACK clock
to transmit packets, the delay factor cannot be too large, which degrades the
throughput performance for very high bandwidth asymmetry ratios. This is also
observed in Figure 3 as the throughput decreases approximately 20% when the
feedback link bandwidth is 64 Kb/s and the delay factor is d = 4.

4 Conclusions

In this paper, we introduced TCP-Peach++ to improve the throughput perfor-
mance of TCP-Peach+ for satellite IP networks with asymmetrical bandwidth
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and persistent fades. The delayed SACK scheme is adopted to address the band-
width asymmetry problems and a Hold State is developed to address persistent
fades. Simulation results show that TCP-Peach++ improves the throughput
performance during persistent fades and addresses the bandwidth asymmetry
problems.
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Abstract. Automatic Distribution of computationally intensive object oriented 
programs is one of the active research areas. To distribute a serial code over 
network, automatically, the class dependency graph extracted from the program 
code can be clustered using a genetic clustering algorithm. The clusters are then 
distributed across the network. To balance the distribution gain achieved by 
each cluster, a new algorithm is presented in this paper. Automatic conversion 
of ordinary method calls into asynchronous inter-cluster calls has been 
achieved by developing a new simple data dependency analysis algorithm. The 
layered architecture of our suggested environment has provided a general 
pattern to create distributed code which can be easily implemented within 
different infrastructures. 

1   Introduction 

One of the primary challenges to create a distributed application is the need to 
partition and place pieces of the application. Although successive generations of 
middleware (such as RPC [1],CORBA [2]) have brought the advantages of service-
location transparency, dynamic object instantiation, and object-oriented programming 
to distributed applications, the process of distributed application decomposition has 
changed little: programmers manually divide applications into subprograms and 
manually assign those sub-programs to machines [3],[4],[12]. Often the techniques 
used to choose a distribution are platform dependent.  

We argue that system software should partition and distribute applications, instead 
of the programmer. To partition a given object oriented program, first a class 
dependency graph is extracted from the serial program code. Then, the graph is 
partitioned such that the most similar classes are placed in the same cluster. The main 
problem is to determine the amount of similarity amongst the classes such that the 
resultant clustering yields distributed software with a better performance in 
comparison with the serial one. In order to achieve this, a similarity metric based on a 
distribution gain is presented in Section 3. To support platform independency a 
general layered architecture using a Connector component to access the distribution 
middleware is presented in Section 2. To automatically convert method calls to 
asynchronous inter-cluster calls, data and control flow analysis algorithms may be 
employed to locate the very first positions where the results of the asynchronous call 
are required. However, due to complexity of these algorithms a simple algorithm to 
perform inter-cluster data dependency analysis is presented in Section 5. Some 
conversion rules to convert sequential code to the distributed code using the 
middleware components are presented in Section 5 as well. 
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2   A Layered Architecture 

To simplify the task of transforming serial code into functionally equivalent 
distributed code, it is beneficial to design an environment which handles the 
communication aspects and allows the programmer to concentrate on the functional 
aspects of the serial system [5],[9]. Figure 1 shows a layered architecture within 
which the various aspects of communication and synchronization are transparent to 
the application program. 

In the highest level, the serial program code is analyzed and re-modularized into a 
number of modules using our clustering environment called DAGC [6],[7]. Within 
this environment, parsing the source code of the program to be distributed, the 
program class dependency graph is extracted and clustered based on a similarity 
criterion described in Section 3. To distribute the resultant clustering over the 
network, the serial code should be analyzed to find inter cluster invocations. Then 
each inter cluster invocation is transformed into an asynchronous invocation via the 
Port component. This component is implemented as a Java class which can be 
generated automatically as will be described in Section 4.1. The middleware 
components functionality can be summarized as follows:  

 
 
 

Fig. 1. The main components of the proposed environment of classes 

• Port: This component acts as an interface for each cluster. Remote invocations 
are performed through the Port component. The Port component is further 
described in Section 4.1. 

• Synchronizer: Asynchronous remote calls are controlled via a Synchronizer 
component. This component provides the synchronization capabilities to the 
distributed application. The Synchronizer is fully described in Section 4.2. 

• Object Manager: This component manages creation of distributed objects. 
Object Manager creates an object and assign it a GUID (global unique 
identifier) when an object creation request arrives from a remote cluster. The 
object manager is described in Section 4.3. 

• Connector: The Connector component is responsible for sending and receiving 
events between clusters. This component is further described in Section 4.4. 
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3   Optimal Partitioning  

To distribute a given program over the network, the program code should be 
partitioned. The partitioning criteria are described in Section 3.1 Each partition is then 
assigned to a separate station. Here, the optimal number of stations is computed 
within the DAGC clustering environment [6], [7].   

3.1   Distribution Criteria 

A main reason for the distribution of a program code is to speed up its execution. As 
shown in Figure 2, the amount of speedup is affected by the communication and 
synchronization overheads between the distributed components. To measure the 
amount of speedup, a parameter alpha is calculated in Figure 2.   

  Let     N = number of invocations  

           Td = execution time of the called method  
             Tc = remote invocation elapsed time 

                    Ts = elapsed time between the call statement and the    

                          first use of the call results within the caller  
  Then   alpha i = Max(Td + 2* Tc,  Ts) / (Td + Ts)  for method call i   
                              from A to B       

Fig. 2. Distribution gain metric for each pair of classes in the class dependency graph 

In general, if a method call is serial and then it is replaced with an asynchronous 
remote call, the parameter alpha will indicate the ratio of the execution time of the 
distributed code to the serial code. The inverse of alpha yields the speed up for the 
method call. Here, the parameter alpha is also addressed as distribution gain.   

The overall distribution gain, alpha A ,  B, achieved by assigning two classes, A and 
B, to different stations over the network, is computed as the average of the 
distribution gains of individual method calls between the two classes as follows: 

 

alpha A ,  B =    alpha i * (Ts + Td)i  /    (Ts + Td)i, for all method calls from A to B 
 

In the above relation, the nominator is the total time elapsed when the method call 
is remote and the denominator is the total time elapsed when the method call is serial. 
If the calculated alpha, is less than or equal to one, the distribution will increase the 
performance (i.e. execution time) otherwise the distribution is not beneficial. The 
maximum speed up is achieved when Ts equals ‘Td + 2Tc’. In this case, if Tc equals 
zero then the speedup will be equal to 2, which is the maximum speedup. 

3.2   Clustering Objective 

Before partitioning the class dependency graph, the edges of the graph are labeled 
with the amount of speedup gained by distributing the nodes of the graph. The main 
objective is to partition the class dependency graph into modules which are weakly 
coupled while the classes residing in a module are highly coherent.   

--------- 
i=a.m()
---------
---------
j = i*2; 
------ 

CCllaassss  AA  

Td Ts

Tc 

Tc 

 m( ){ 
-----------
-----------
-------- 
retur  i; 
} 

Class B 



 Automatic Translation of Serial to Distributed Code Using CORBA Event Channels 155 

 

Obviously there are certain criteria, rather than cohesion and coupling that may be 
considered for software decomposition. Here, for automatic distribution of serial 
code, the following three constraints are applied: 

1. To support modular understandability criterion, certain nodes can be defined 
to share a same cluster 

2. To support load balancing in a distributed environment the nodes appearing 
in clusters should be balanced.   

3. To limit the number of clusters produced on a given graph G with N nodes, 
the maximum and minimum number of clusters can be defined by the user, 
such that: 

min.no.clusters ≤ no.clusters ≤ max.no.clusters 

4   Distributing Components 

After a program code is partitioned, to distribute the partitions over the network, as 
shown in Figure 1, four major components Port, object manager, synchronizer and 
Connector are augmented to each partition of the program code. In this Section each 
of these components and their interfaces are described. The process of using the 
components to convert an ordinary method call into a remote asynchronous 
invocation is shown in Figure 3, below. 

  
          SStteepp11..  FFoorr  eeaacchh  cclluusstteerr  AA,,  ccrreeaattee  aa  ppoorrtt  ccllaassss    PPoorrtt__AA..  
          SStteepp22..  FFiinndd  aann  iinntteerr  cclluusstteerr  iinnvvooccaattiioonn  oo..mm((pprraarrlliisstt))  bbeettwweeeenn  cclluusstteerr  AA  aanndd  cclluusstteerr  BB..  
          SStteepp33..  SSuuppppoossee  oobbjjeecctt  oo  iiss  ooff  ttyyppee  ccllaassss11..  
          SStteepp44..  AAdddd  aann  iinnnneerr  ccllaassss,,  ccllaassss11,,  ttoo  PPoorrtt__AA  aanndd  PPoorrtt__BB  
          SStteepp55..  AAdddd  aa  mmeetthhoodd  mm((HHaannddllee  gguuiidd,,  ppaarrlliisstt))  ttoo  ccllaassss11  
          SStteepp66..  CCoonnvveerrtt  tthhee  mmeetthhoodd  ccaallll    oo..mm((ppaarrlliisstt))    ttoo  PPoorrtt__AA..ccllaassss11..mm((oo  ,,  ppaarrlliisstt  ))  
          SStteepp77..  AAdddd  aa  SSyynncchhrroonniizzeerr..wwaaiitt((vvaarrNNaammee))  ssttaatteemmeenntt  iinn  tthhee  ffiirrsstt  ppllaaccee  iinn  wwhhiicchh  tthhee  vvaalluueess    
                              aaffffeecctteedd  bbyy  tthhee  ccaallll  ssttaatteemmeenntt  aarree  rreeqquuiirreedd..  

Fig. 3.   Converting a serial code into distributed code 

For instance, consider the Java code fragment, presented in Figure 5. There is an 
ordinary call, obj1.m ( obj2 ), in line 3 of this code fragment from within class A to 
class B.  The reference parameter, obj2, and the return value, k, are affected by the 
call statement. The first position where the return value, k, is required is line 10.   

 
void caller_method 
 {    Integer k; 
   1  class1 obj1=new class1();   // remote class 
   2  class2 obj2=new class2();   //local class 
        … 
   3   k=obj1.callee(obj2); //inter cluster invocation with a reference parameter 
       …        
   //first use of k variable 
   10  if k.intvalue() > expres … ;          …   } 

Fig. 4. Serial source code 
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To support the distribution of the above code fragment, the three components 
ObjectManager, Port and Synchronizer are used. Below, in Figure 5 the use of these 
four components to transform the above serial code into a corresponding distributed 
code is shown.  

 
void caller_method{ Integer k; 
   1-   ObjectManager objman1=…//get the reference of the remote ObjectManager  
   2-   Handle   obj1=objman1.CreateObject(“class1”);  //remote class 
   3-   ObjectManager objman2=…//get the reference of the local ObjectManager  
   4-   Handle2 obj2=objman.CreateObject(“class2”)   //local class 
           … 
   5-   Port_A.class1.calee(obj1,obj2); 
           …        
    //first use of k variable 
   6-   k=(Integer)Synchronizer.wait(obj1) 
         if k.intvalue() > expres  … ;   …  } 

Fig. 5. Distributed code  

4.1   Port  

A Port component is created for each cluster to communicate with the other clusters. 
The Port component performs outgoing inter-cluster invocations and delegates 
incoming invocations to the appropriate classes in the cluster. To generate a Port 
component, Port_A, for a cluster A to communicate with the other clusters, all the 
remote invocations between A and the other clusters and the destination class names 
of the remote invocations are determined. For each remote invocation such as 
a.m(parlist), from cluster A to B, first the callee class, class 1, is determined then this 
class is inserted as an inner class into the Port_A and Port_B classes. The called 
method, m(parlist), is added to class1 with an additional parameter of type Handle to 
access the remote object. 
 
 
 
 
 
 
 

 

Fig. 6. Port classes  
 

As shown in the above example, to access the method m(Handle h,parlist) from 
within the cluster A, an object of type class1 is created by calling the method 
createObject of the object manager component, described in Section 4.2 below. The 
object manager creates the object and returns a global unique identifier of type 
Handle to access the object, remotely. Using the Port as an interface for inter-cluster 
communications, each ordinary inter-cluster method call such as O.m(par1,…) in 
cluster A is replaced with Port_A.class1.m(handle, par1,…). As shown in Figure 6, 
remote method calls are performed via the sendEvent( ) method of the connector 
component as follows: 

Static class Port_B {   //port for cluster B 
  Static class class1 { Void m (Handle h,  parlist   ){ 
         class1  c=(class1)ObjectManager.GetObject(h) 
         r=c.m(parlist);//delegate the incoming cal 
        connector.ReplyEvent(h, r, “class1”);   } 
         …  }//class1 
      …  }/ /Port_B 

Static class Port_A {  //port for cluster A 
  Static class class1 {Void m (Handle h, parlist   )
      { //call the connector layer 
       Connector.SendEvent(“class1”,h, 
                                            ”m1” ,parlist);   } 
      …     } //class1 

   … }//Port_A 
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Connector.SendEvent(“class1”,  h,”m1”,parlist); 

The SendEvent method is used as a carrier to deliver a remote method invocation 
to the destination object, via the network. In Port_B another call to the connector 
layer is made after the invocation: 

Connector.ReplyEvent(h, r, “class1”); 

4.2   Object Manager 

The Object Manager component provides two methods CreateObject and GetObject 
to construct and access remote objects, respectively. The component exposes the 
following standard interface: 

Interface ObjectManager {Handle  CreateObject(String classname); 
Object   GetObject(Handle guid)   ;     } 

In the above interface definition, the method CreateObject is invoked, remotely, to 
construct a new object of type classname and assign a global unique identifier, guid of 
the type Handle. The GetObject method, returns the object corresponding to the 
requested guid. In fact this method uses the unique identifier guid as an index to 
locate the corresponding object within a list of objects, constructed remotely. The 
pseudo code for CreateObject method  is as follows:  

Handle  CreateObject(String classname){ String guid;  guid=getNextguid(); 
object o=class.forname(classname).newInstance();ObjectTable.add(guid,o);} 

4.3   Synchronizer 

The Synchronizer component manages synchronizations between the caller and callee 
methods in asynchronous invocations. The component interface definition is: 

Interface Synchronizer { void  register(Handle h);  object  wait(Handle h);  
void  callback(Handle h,Object r);  } 

The register(Handle h) method registers the object addressed by the handle h in a 
waiting list, WaitTable. The wait(Handle h) waits for the completion of a remote 
method execution addressed by the handle h. The wait method also receives the return 
value and the values of any reference parameters passed to the remote method. Every 
time that a Connector component receives a return value r from a remote cluster, it 
calls the callback method of the Synchronizer. This method updates the WaitTable.  

Reference parameters in Java can only be instances of class data types. A handle 
for each reference parameter is created within the caller and passed to the method 
instead of the reference parameter. The remote method can then access the methods of 
the reference parameter through its handle.  

4.4   Connector  

The Connector component is the platform aware part of our suggested architecture, 
shown in Figure 1. The component uses a CORBA event channel to handle remote 
method calls. Below is an interface description of the component: 

Interface connector{SendEvent(String classname, Handle h, String methodname, ParamList parlist) 
void ReplyEvent (Handle h , Any returnValue); } 
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The SendEvent method of the Connector is called by the Port class of the caller 
component and the ReplyEvent is called by the Port component of the callee. The 
SendEvent method packs the remote call details in an event structure. These details 
include a unique identifier of the remote object, the name of the class to which the 
object belongs and finally the method name and its list of actual parameters. The 
event is then pushed into the event channel, by calling the Push method of the 
eventChannel object. To use a CORBA event channel for passing parameters, the 
following structure should be added to the CORBA IDL file. 

typedef  sequence <Any>  ParamList; 
Valuetype   Event{ String classname;  Any guid;  /* expected object uid*/ 
     String methodname;  /*  expected method name*/  Any  returnvalue;   // the returned value 
                int  reply;  /* determines if this event is request or reply */  Paramlist    par; }; 

Bellow is an implementation of the SendEvent method in CORBA: 

SendEvent(String classname,Long guid,String methodname,ParamList parlist) 
    { EventChanel  *Myeventchannel=geteventchannel(classname);     Event  r; 
       //fill the r fields 
        r.classname=classname;  r.methodname=methodname; r.parlist=parlist; r.guid=h; 
        any a;  a<<= r;  Myeventchannel->push(a);  } 

Passing the classname parameter to the method geteventchannel(), the event 
channel of the target cluster  is obtained.  The return value is transferred to the caller 
via the ReplyEvent method of the connector component: 

void ReplyEvent(Handle h , Any returnValue, String   classname) 
   { EventChanel  *Myeventchannel=geteventchannel(classname);  Any  a; Event  r; 
      r.guid=h;  r.reply=1;   a<<=r;  Myeventchannel->push(a);  } 

This above method acknowledges termination of the remote method. The 
Connector component always listens to the event channel to accept incoming events 
including SendEvents or ReplyEvents. When the connector receives a SendEvent, it 
runs the requested method by invoking the proper method of its local Port : 

          Any a;     MyEventchannel.pull(a);  Event  r;  a>>r;   switch(r.classname) 
              { case “A”:  If (r.methodname=”m1” ){ par1=r.par[1];     par2=r.par[2];  ...// others parame 
                                  Port.A.m1(r.guid,par1,par2,...); }  Case ”B” :     ..... } 

The connector updates entries in the WaitTable corresponding to a guid when the 
return value for that guid is received via the callback method of the Synchronizer. 

5   Data Dependency Analysis 

Dependency analysis approaches are performed on sequential code to identify the 
inherent parallelism within the code [10]. In a data analysis approach, a def-use chain 
[10] can be constructed to find the first locations within a program code where the 
values affected by a remote method call are required.  In this section, a simple 
algorithm to analyze dependencies is proposed in Figure 7. The algorithm uses a list 
of objects called DependencyList to keep track of all the values affected by the 
remote method. This list includes an array of tuples (variable, handle) where, the 
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parameter handle addresses the remote object and the parameter variable is the name 
of the object affected by the remote method call. Each variable reference in the 
subsequent statements is searched in the DepenedencyList to find its corresponding 
handle. If a handle is found, the execution should be suspended until termination of 
the callee.  Statements of the serial source code are analyzed using a Java analyzer 
library Compost[11]. 

 
//Let DependencyList  be a list to hold the name of the variables, affected by an asynchronous call 

   Set statement=Compost.NextStatement();  
   Switch (statement.Type)  of 

//If the statement  Type is a new class instant creation 
      Case  New Class : 

//Ask the object manager to create a new instance of classname and return its unique handle 
             Code.Insert( “handle=ObjecManager.CreateObject(classname);” )  

// If statement.Type is a call to a method in another cluster 
      Case intra-cluster invocation : 

// Add each reference parameter and the return value, x, in the DependencyList  
            Let h be the invocation object handle 
      For each variable x in{x | x is Passed By Reference or x is a return value}DependencyList.add(x, h); 

// Ask the synchronizer to register the handle of the invocation    
            Code.Insert(“Synchronizer.Register(“ + h   + ”);”)           
            If  (LoopDepth > 0) then Add the invocation handle to the List of  inLoops 

//Convert an ordinary call obj.m(params) into a remote call, Port.className.m(handle, params), 
  Set m=statement.MethodName(); Set ParList=statement.ParList; 
  Set ClassName= statement.RefName.Type; 
  Code.Insert( “Port.” + ClassName + “.” + m + “(handle,” + ParList +”)”  
//Insert a wait statement before any use of any variable affected by a remote call 
 Case VariableReference 
     if(statement.name is in DependencyList) handle=get_handle(DependencyList, statement.name);  
     Code.insert(“Synchronizer.wait(” +  handle + “)” ); 
//Increase a nested loop number, LoopDepth, when entering a block in the body of a loop 
 Case StartOfLoopBlock 

                        LoopDepth ++ ; // This variable indicates whether there is a loop block 
// At the end of each Loop block insert a wait statement for all the invocation within the loop block. 
  Case (End of Loop Block)  
          For each (invocation handle h in the inLoop list) do  
         Code.Insert(“Synchronizer.LoopWait(“ + h + “);” ); LoopDepth--   //exiting a loop block 

Fig. 7. Data dependency analysis and transformation rules 

6   A Case Study: TreeMaker 

In this section, a simple example representing advantages of distributing a 
computationally intensive application code is presented. This case study contains 15 
Java classes implementing three graph manipulating algorithms called Kruskal, Prime 
and ShortPathExtractor. Each of these algorithms is developed as a class. Before 
building a spanning tree for a given graph, a class called ComponentExtractor is 
accessed to extract the connected components of the graph.    

The result of clustering of this case study is shown in Figure 9. Considering this 
clustering, The STP class may call Kruskal and Prime classes in parallel. This 
distributed architecture contains two components. Each component is assigned to a 
node in the network to execute.  
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Fig. 8. TreeMaker Clustering 

Considering the clustering criteria described in Section 3, the resultant distribution 
outperforms the sequential one (Figure 9). A distribution of a sequential program may 
perform worse than the original sequential version if, the distribution criterion is not 
well defined. To demonstrate the efficiency of our clustering approach, we moved the 
class ComponentExtractor to the same cluster as Prime.  It is shown, below in  
Figure 9, that after the movement the performance decreases. 

 
  

 
 
 
 
 
 
 
 
 
 

Fig. 9. A comparison of the sequential and distributed code execution times 
 

7   Conclusions 

Object oriented programs can be automatically transformed into distributed code. 
Optimal distribution of the program code can be achieved by applying a genetic 
clustering algorithm to the program class dependency graph where each edge of the 
graph is labelled with the amount of speedup achieved by distributing the two connecting 
nodes. To apply certain constraints imposed by the network architecture, user policy, and 
environmental conditions, interactive clustering algorithms are preferred.    

Parallelizing compiler techniques can be applied to detect the inherent concurrency 
in object-oriented programs. To accelerate the detection process, concurrency could 
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be identified by simply performing data dependency analysis on inter-cluster 
invocations. CORBA event channels could be used as a means for inter-cluster 
communications. Each cluster should be supplied with a connector object to transfer / 
receive remote method calls and their results through the event channel. 
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Abstract. A novel symmetrical, fully distributed, robust and fault-tolerant 
protocol for mutual exclusion with low message traffic is proposed. The 
protocol is based on reliable multicast communication in a network of 
processes. A brief description of the protocol is given.  Guidelines for choice of 
time-outs and delays are presented, and complexity issues of the protocol are 
outlined along with a sensitivity analysis for robustness. The protocol was 
implemented as a detailed simulation model in terms of a class of the extended 
Petri nets. The results of the simulation study of a distributed system with the 
proposed protocol of mutual exclusion, for different numbers of processes in 
the group and different loads, are discussed.   

1   Introduction 

Mutual exclusion is intended for serializing the accesses of a number of concurrently 
running processes to a common shared resource (SR), with the exclusive use of SR 
by not more than one process at a time. Those parts of process programs which deal 
with the access of the processes to SR are usually called critical sections. If processes 
run at different nodes of a network system, we have a distributed mutual exclusion 
task.  

A number of publications have been done on the subject during the past 20 years. 
Excellent surveys of the related works can be found in [1 – 4]. Actually, all known 
distributed mutual algorithms and protocols can be divided into two basic classes, 
which are token-based [6 – 9] and permission-based [10 – 15] protocols. A detailed 
classification scheme, which includes an additional, hybrid class and subclasses for 
each class, is given in [4].   Unfortunately, known algorithms and protocols of 
distributed mutual exclusion, with their static configuration assumption, do not scale 
well to group size and runtime dynamics, and become impractical. 

In this paper, a new scheme of distributed mutual exclusion is proposed which 
logically belongs to the permission-based class, uses a reliable multicast mode of 
interprocess communication, but does not require transmitting explicit permission 
messages to a requesting process from all other processes. Instead of sending an 
explicit permission message as a response to each request for accessing SR, each 
process, which received a multicast request, agrees “silently” to satisfy the request if 
possible or  explicitly objects if it uses the SR at the time of receiving of the remote 
request. In case of objection, the process responds by transmitting a corresponding 
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message which will be received by the requesting process to inform it that the SR is 
being used at this time.  More than that, in the normal mode of operation of the 
protocol, each process in the group will be aware of whether SR is being used by 
some other process and will not send its request if SR is being used. Only when SR 
becomes free for the exclusive use, one or more processes may send a request for 
accessing the SR, which can result in conflicts between requesting processes. These 
conflicts are resolved in a way similar to the known collision resolution technique in a 
LAN of Ethernet type [5]. 

The rest of the paper is organized as follows. Section 2 presents a system model 
and assumptions used in the proposed protocol. In Section 3, a general description of 
the protocol is given. Section 4 contains guidelines for the choice of time-out values 
for the protocol. In Section 5, communication complexity of the protocol is discussed. 
Finally, Section 6 describes the results of a simulation-based performance study of the 
protocol.  

2   The System Model and Assumptions 

We consider a synchronous distributed system consisting of N identical processes 
which use some shared resource (SR) in a mutually exclusive way. Logically, this 
system can be viewed as a finite-population queuing system with N client processes 
and one non-preempted SR server. In agreement with the general framework for 
distributed mutual exclusion [10], there are alternating intervals of main work and 
accessing a shared resource by each client process in the system.  We assume that 
probability distributions for durations of a step of main work and of using SR are 
exponential, with given mean values depending on the desired server’s load. With 
these assumptions, the idealized model of the distributed system under study is an 
M/M/1/N  finite-population queuing system [16]. 

For communication, the processes send only multicast messages. This means, in 
particular, that communication between processes is anonymous, so that each process 
needs to know only the group address. There are different forms used to deliver 
multicast messages [17]. For the proposed protocol, it is sufficient that multicast 
messages are delivered to participating processes in the single-source FIFO order. 
Since multicast and group membership management are strongly interrelated [19], it 
is assumed that the group membership management is part of the underlying multicast 
scheme.  

Further, multicasting is assumed to be reliable [18].  Protocols for reliable 
multicasting over wide area networks are still evolving, but for LANs a few efficient 
solutions exist [27]. 

One more assumption is that the distributed system in which the protocol runs is 
synchronous. In a synchronous system, there is a known upper bound on message 
delay which includes not only the time required to transmit the message by the 
underlying transmission media, but also the delays associated with buffering, sending 
and receiving of the message [19].  

In addition to a group address, each process is assumed to know the approximate 
size of the group to which it belongs. This information is used by processes to 
calculate the probability of issuing a request for SR.    
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Finally, the proposed protocol takes into account possible crashes of processes.  
The processes crash by halting failures in any of the process’s states, with subsequent 
recovering.  This corresponds to a crash-recovery model [28].   

3   Description of the Protocol  

The proposed protocol uses three types of messages: a request for SR (message of 
type R), SR is free (message of type F), and SR is being used (message of type E). 
Each process is either performing a step of main work, or accessing SR, or waiting for 
SR to become free. 

Consider the behavior of some process P informally. After finishing a step of 
main work, process P checks the current state of SR by the use of its local state 
variable RSTA.  This variable represents the process’s knowledge of the state of SR 
and can take the following values: 0 - SR is free, 1 - SR is being used by this 
process, 2 - SR is being negotiated by some other processes or used by some other 
process.  If, from the point of view of process P,  SR is not free or is being already 
negotiated for the access by some other processes, process P will enter its waiting 
state until SR becomes free. 

If SR is free then the process multicasts, with some probability, a message R to 
inform all other processes in the group about its desire to access SR and starts its 
time-out T1. Message R includes the estimated duration of the intended use of SR. If, 
according to the calculated probability, the process makes decision not to request SR, 
then it delays for some time (slot time) and, after elapsing this time, can make a new 
attempt if SR is free.   

If, after transmission of the request message, process P did not receive any 
conflicting message R from any other process during time-out T1, it deduces that no 
other process intends to access SR and starts using SR. In this case, due to reliable 
multicast, all other processes in the group receive the message R from P, learn from 
the message the estimated duration of the use of SR by P, and set the corresponding 
state of SR in their local variable RSTA.  The duration of the intended use of SR will 
be used to calculate the upper limit of a crash-recovery time out T2.  Process P, after 
finishing the use of SR, multicasts a message of type F which forces all other 
processes in the group to set the free state of SR.  

On the other hand, if process P receives at least one message R from some other 
process during time-out T1, it understands that there is a conflict with another process, 
and starts a random back-off delay T3. The same action will be done by each 
conflicting process. After elapsing of T3, the behavior of process P and of all other 
processes involved in the conflict, is determined by the state of SR as seen by each 
conflicting process.   

Fig. 1 illustrates the work of the protocol, for a group of three processes, in a 
conflict scenario. To simplify the timing diagram, the moments of delivery of a 
multicast message are shown the same for all destinations.  It is assumed that all 
processes have initially  RSTA = 0. This means that, from the point of view of 
processes, SR is initially free. This happens when processes start running and also 
after any process completes its use of SR and multicasts message F. 
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Fig. 1. A scenario for three processes, with a conflict (two processes request SR concurrently) 

4   Time-Outs and Delays Used by the Protocol   

The proposed protocol uses the following time-outs and random delays: T1 – conflict-
detection time-out; T2 – deadlock-resolution and crash-handling time-out; T3 – back-
off delay; T4 – p-persistence delay (or slot time). 

When two or more processes request a SR at about the same time, a conflict arises. 
Conflicts are not errors, they are normal events in the work of the protocol. They 
initiate a mechanism for arbitration of processes in their attempts to access SR. This 
mechanism consists of two parts:  detection of a conflict, and back-off stepping to 
resolve the conflict. 

The detection of a conflict is carried out with the use of time-out T1 that has a fixed 
maximal period. The back-off step is governed by  random delay T3. 

Let d be an upper bound on delay in delivering of a multicast message in the 
underlying network from a source process to all processes in the group. The value of 
time-out T1 must satisfy the inequality 

                                                          T1 > 2 d,                                                      (4.1) 

where  2 d is a conflict window which is the amount of time for the message to 
propagate from a source process to the most remote process in the group and back.  

A random back-off delay T3 is used for the resolution of conflicts between 
processes. It starts in processes after elapsing of time-out T1 if a conflict has been 
detected by the involved processes. The purpose of this delay is to spread out the 
moments of awakening of all conflicting processes as far as possible to decrease the 
probability of a repeated conflict. There exist different back-off strategies [20]. We 
choose a uniform probability distribution for delay T3. The rationale behind such a 
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choice and the way to estimate the limits for T3 have been explained in [21] in 
connection with the development of a distributed contention-based load balancing 
protocol.  

Time-out T2 plays two important roles. Firstly, it is used to resolve a deadlock 
which could arise as a result of too short time-out T1. Secondly, this delay serves to 
detect a crash of a process during its use of SR and to handle the crash in such a way 
that the protocol continues its normal work with the remaining processes. Each 
process  knows the duration of its intended use of SR, SR, and includes this duration 
in its request for SR. With the same reasoning as for delay T3, a uniform probability 
distribution for T2 is chosen, in the range ((T2)min, (T2)max), where (T2)min = SR + tm 
and (T2)max = (T2)min +  tr. Here  tm is some margin, and tr is the length of the 
range. The choice of tr can be done based on the same considerations as the choice 
of (T3)max – (T3)min for delay T3.  

In the extreme case, a process generates a request as soon as it is ready to use SR 
and sees that SR is free.  This will work good when the load of SR server is low so 
that there is a small probability of conflicts.  However, with high load of SR server, 
probability of conflicts between processes wanting to access SR will considerably 
increase, with the number of processes involved in a conflict depending on the group 
size. This would severely affect the scalability of the protocol with respect to the 
number of processes in the group. 

To solve this problem, the protocol uses a probabilistic persistence, or p-
persistence scheme similar to one proposed once for p-persistent carrier sense 
multiple access with collision detection (CSMA/CD) in local area networks [22]. 
According to this scheme, a process that is ready to access SR generates a multicast 
request for SR with some probability. If a decision was made to generate a request, 
the process sends the request and then activates time-out T1. On the other hand, if the 
process made a decision not to generate its request for SR at this moment, it makes a 
delay T4 called p-persistence delay. After elapsing this delay, if RSTA = 0, the 
process may do a new probabilistic attempt to generate a request. If, after elapsing T4, 
RSTA  0, then the process routinely activates deadlock-resolution time-out T2 as was 
described above. 

Like in p-persistent CSMA/CD, p-persistence delay in the proposed protocol 
should be of order of the collision window (4.1).   It is also desirable to make the p-
persistence delay random, so that different processes would finish this delay at 
different moments of time. Taking into account these considerations, a uniform 
probability distribution in range (T1/2, T1) was chosen for p-persistence delay T4 in the 
protocol.    

5   Communication Complexity of the Protocol  

In this section, communication complexity of the proposed protocol is discussed. The 
communication complexity is defined as the expected number of messages sent by a 
process, per use of SR. As was explained in Sect. 3, the protocol uses multicast 
messages of types R, F, and E. Messages of type E are sent by a process only 
occasionally and therefore will not be taken into account in the evaluation of the 
protocol’s complexity. 
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Message of type F is sent exactly once per each access to SR, at the end of using 
SR by each process. On the other hand, a process can multicast a random number of 
messages of type R before it wins the competition for SR among other contending 
processes.  

Below, two limiting cases are considered.  The first case corresponds to a low load 
of SR server, and the second one corresponds to its high load.  It is assumed initially 
that a process generates a request for SR with probability one.   

The load of the SR server, , can be expressed in terms of a finite population 
queuing system, with parameters  and μ, as defined in [16]. When load  of SR 
server approaches zero, there is no competition for SR and, thus, there are no conflicts 
between processes, so that each process accesses SR actually at will. Obviously, in 
this case each process wanting to access SR will send only one request  message of 
type R so that, taking into account a message of type F, the minimal communication 
complexity will be 2 multicast messages per use of SR by a process. 

The case of high load is more complex for analysis, since in this case conflicts 
between processes wanting to access SR at about the same time are frequent and 
considerably complicate the picture. For the assumed 1-persistence scheme, up to N – 
1 processes can send their request message R at about the same time, detect a conflict 
each and, after elapsing of time-out T1, start their back-off delay T3. Assuming for 
simplicity that only one repeated conflict can happen and using the reasoning 
described in [21], it can be shown that, for this simplified pattern of process 
contention, the expected number of messages of type R sent by each process 
competing for SR is not less than 

                                                    3 – (1 – pr)
N – 2,                                                 (5.1) 

where pr is probability of the repeated conflict.  Since, for high load, this probability is 
not small, expression (5.1) yields, even for moderate number of processes N,  the 
expected number of  messages of type R close to 3. Together with one message of type 
F, the expected total number of messages per use of SR is not less than 4 for high load.  

In the p-persistence scheme, if SR is free, each process that is ready to use SR 
issues a request message with some persistence probability p.  Correspondingly, with 
probability 1 – p the process defers, enters a p-persistence delay, after which it will 
make a new attempt to issue a request message if SR is still free. Recall that in 
Section 4 p-persistence delay was denoted by T4.  

By delaying, the process temporarily refrains from competition for SR which 
results in the decreased message traffic. As explained in Section 4, p-persistence 
delay should be of order of collision window 2 d. It can be shown that the total 
expected delay associated with p-persistence is 

                                                      ),(
1

4TE
p

p−
                                               (5.2) 

where p is persistence probability and E(T4) is mean value of p-persistence delay. 
Unfortunately, it is difficult to mathematically derive the exact expression for 

persistence probability. Instead, we propose a simple heuristic functional form  

                                              ,1),,( N
k

eNp λ
μ

μλ
−

−=                                    (5.3)    

where  and μ were specified at the beginning of this section, N is the number of 
processes in the group, and k is a nonnegative coefficient. 
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The intuition behind the proposed form (5.3) is as follows. When the number of 
processes N is large and/or the rate of steps of main work  is high  (with fixed μ, this  
corresponds to high load of SR server), persistence probability should be small to 
keep at low level the number of processes who will issue a request message. On the 
other hand, small values of N and/or  correspond to decreased load of SR server, and 
in this case persistence probability should be increased. The functional form (5.3) for 
persistence probability satisfies both of these requirements. Coefficient k can be used 
as a configuration parameter to control the behavior of persistence probability when N 
and  change. 

To use expression (5.3), each process needs to know the number of all processes in 
the group, N, rates  and μ, and coefficient k.  Coefficient k is a system-wide 
parameter. Since processes are assumed to be members of some group, each process 
can get values of variables N, , and μ as part of group membership information.   If 
the values of these variables provided by the membership management system are 
different from their actual values, the protocol will continue its proper operation, 
probably with decreased performance.  This is in contrast with many known 
algorithms of distributed mutual exclusion where each process usually needs to know 
the exact number of processes in the group.  

6   Performance Study 

To investigate the proposed protocol of distributed mutual exclusion in more depth, 
its detailed formalized model was developed and an extensive simulation study was 
carried out. As a modeling formalism, a class of extended Petri nets, which are 
colored timed Petri nets with attributed tokens, was used [23]. The simulation was 
carried out in the simulation system Winsim based on these Petri nets and 
implemented in Windows XP operating system [24], [26]. The simulation model, in 
terms of extended Petri nets, was organized as a set of segments, with each segment 
representing activity of one process. All these segments were linked to a model of a 
network of Ethernet type. The number of segments representing processes could be 
varied to simulate the protocol with different number of processes in the group. 

The model of each process has a number of constants and variables, with values 
assigned at start-up time of simulation. For a simulation run, constants are duration of 
time-out T1, number of processes in the group, N,  coefficient k in expression (5.3),  
limits (T3)min and  (T3)max of uniformly distributed random delay T3,  values (T4)min and 
(T4)max for random slot interval T4, mean time of a step of main work 1/  and mean 
time of using SR 1/μ fixed at 500 ms in all our simulation experiments.  

As a performance measure of the protocol, the average number of messages sent by 
a process per use of SR was used. The term “average” denotes here the sample mean.  
The average number of messages reflects communication complexity of the protocol. 
As explained in Section 5, this measure is the average sum of messages of types R 
and F per use of SR by a process.  

Almost all simulation experiments have been carried out for three loads of SR 
server: low (0.1), medium (0.5), and high (0.9). For each load, the number of 
processes in the model was varied as 3, 6, 9, …, 21. For each of the three loads of SR 
server, and given number of processes, the following values of coefficient k in 
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expression (5.3) were tried: 10, 1, 0.5, 0.25, 0.1, and 0.05. The value k = 10 in 
expression (5.3) was chosen so as to make persistence probability p(N, , μ)  1. Thus, 
the value k = 10 actually corresponds to 1-persistence scheme. The values   1, 0.5, 
0.25, 0.1 and 0.05 of coefficient k correspond to a p-persistence scheme, with the 
decreasing persistence probability. 

In the model of the communication network, delivery time of multicast messages 
was assumed to be random, with uniform probability distribution in the range (2, 4) 
ms. This is in agreement with actual delivery time of frames with the size of about 
500 bytes in a LAN of Ethernet type [25]. 

 Based on the above specified delivery time of messages in the model of the 
underlying network and taking into account considerations of Section 4, the following 
values of time-outs and random delays were fixed in simulation experiments: T1 = 20 
ms, (T3)min = T1/2, (T3)max = 100 ms, (T4)min = T1/2, (T4)max = T1. Values of tm and tr  
in the limits of time-out T2 were fixed at 2T1 and 100 ms, respectively. 

Since, from a simulation point of view, the protocol can be considered as a non-
terminating system, its steady-state performance measure is of interest. To decrease 
the effect of the transient state, each simulation run was done long enough to ensure 
that each process accesses SR about 5000 times. 

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3 6 9 12 15 18 21

Number of processes

A
ve

. n
u

m
b

er
 o

f 
m

es
sa

g
es

 p
er

 u
se

 o
f 

S
R

k = 10 k = 1

k = 0.5 k = 0.25

k = 0.1 k = 0.05

 

Fig. 2. Average number of messages vs. number of processes, for medium load of SR 

Figs. 2 and 3 show graphs of the average number of messages per use of SR versus 
the number of processes in the group, for medium and high loads of SR server and 
different values of coefficient k in expression (5.3).  Fig. 4 reflects the behavior of the 
performance measure versus coefficient k, with N =  21 processes in the group, for 
three loads. 

From the results of simulation, we can make the following observations: 

1. When load of SR server is low, average number of messages per use of SR by a 
process is very close to 2, independent of what persistence scheme is used – 1-
persistence scheme or p-persistence one. This is in full agreement with the complexity 
analysis in Section 5.  
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Fig. 3. Average number of messages vs. number of processes, for high load of SR 
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Fig. 4. Average number of messages vs. coefficient k in (5.3), for N = 21 processes 

2. As Figs. 2 and 3 show, when load of SR server increases, average number of 
messages per use of SR demonstrates a definite dependence on coefficient k in 
expression (5.3). In particular, for the 1-persistence scheme the performance measure 
grows almost linearly and rather steep with the number of processes in the group. On 
the other side, the p-persistence scheme yields much better results. For example, with 
coefficient k = 0.05 in (5.3), the performance measure is almost independent of the 
number of processes,  with average number of use of SR by a process close to 2. The 
favorable effect of the p-persistence scheme, for 21 processes, is clearly demonstrated 
by Fig. 4. Thus, the p-persistence scheme, with a reasonably small value of coefficient 
k, essentially eliminates the dependence of the protocol’s behavior on the number of 
processes in the group, which makes the protocol scalable with respect to the number 
of processes. 
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3. As can be seen from Table 1, the protocol did not demonstrate a significant 
change in the average number of messages per use of SR, when value of time-out T1 

changes in the range from 10 to 50 ms.  Since other delays depend on time-out T1 , 
one can conclude that the protocol is robust with respect to values of all used time-
outs and delays. 

Table 1. Average number of messages per use of SR with respect to time-out Τ1, for N = 21 
processes  and coefficient k = 0.05 in expression (5.3) 

Value of time-out Τ1, ms Load of 

SR server 10 20 30 40 50 

0.1 2.006 2.005 2.005 2.005 2.005 

0.9 2.155 2.124 2.117 2.115 2.117 

7   Conclusion 

A fully distributed and fault-tolerant protocol of distributed mutual exclusion is 
described and investigated by extensive simulation. The protocol is based on reliable 
multicast and assumes a bounded delivery time of messages. To decrease the negative 
effect of competition of processes for shared resource (SR), a probabilistically 
persistent scheme is used by each process in its decision to issue a request for SR. As 
results of simulation show, this scheme dramatically decreases average number of 
messages per use of SR by a process. 
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Abstract. The prediction of best-case response time is quite necessary to 
guarantee control accuracy and stability of distributed hard real-time systems. 
Published time analysis techniques can precisely dealt with the precedence 
relations between tasks on different processors, but usually ignored or 
inaccurately estimated the effects from the precedence relations between tasks 
on the same processor. This leads to a pessimistic analysis. This paper presents 
an algorithm to analyze the best-case end-to-end response time for hard real-
time distributed systems. This algorithm extends the traditional analysis 
technique by exploiting the precedence relations between tasks on both 
different processors and the same processor and achieves a more accurate 
analysis. Simulation results have shown that this algorithm can achieve more 
accurate results than existing methods. 

1   Introduction 

Distributed control systems are is superior to the traditional centralized control 
systems in performance, capability and robustness. Therefore, they are increasingly 
deployed in current industry and products. There are strict deadlines placed on the 
response times of control processes. Failure to meet the deadline may result in 
catastrophic consequences. However, adoption of the distributed architecture 
increases the complexity to predict the temporal behavior of control systems. In order 
to verify that a given distributed control system is capable of providing the required 
control quality, a means to predict response times is required. Preferably, this 
information should be available at an early design stage. 

The technologies to predict whether the tasks can be completed before their 
deadlines, also known as schedulability analysis, have been well studied for single 
processor systems [1, 2] and also been extended to multi-processors systems and 
distributed systems [3, 4]. In order to provide guarantees for tasks meeting their 
deadlines, traditional analysis has focused on the analysis of worst-case behaviors. 
However, there are situations where it is also necessary to predict best-case 
performance.  One such situation is in the calculation of response jitter, the maximum 
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variation in the response time of a task or a sequence of tasks, which is an important 
parameter in real-time control systems. Since the executions of control algorithms 
precisely depend on the periodic samplings and actuations, large variations in these 
periods can result in inaccurate measurement and unstable output. In order to 
guarantee the control accuracy and stability it is important to find tight bounds of such 
variations. An exact best-case analysis is necessary for this purpose. 

Palencia et al. have developed Tindell’s method [4] with an approximation 
estimate of best-case response times [5]. They found a lower bound on the response 
time of a task by optimistically assuming that all higher priority tasks finish at the 
instant when the analyzed lower priority task is released (after having experienced 
their best-case response times). This results in a correct lower bound for the best-case 
response times of tasks, but it is not exact. Henderson et al. tried to find the exact 
best-case response times [6]. However, their solution leads to a numerically 
intractable search through all possible orderings of higher priority task executions, 
prior to the release of the analyzed low priority task. After that, Redell et al. presented 
a simple and exact method to solve this problem [7]. Although the accuracy to predict 
the best-case temporal behaviors has been improved, existing methods consider a 
model of independent tasks and precedence relations between tasks are only 
considered in the calculation of jitters, which are somewhat pessimistic since the 
precedence relations among tasks are not sufficiently exploited.  

Based on the best-case phasing given by Redell et al. [7] and the canonical form 
transformation proposed by Harbour et al. [8], this paper proposes a more exact best-
case end-to-end response analysis, where the precedence relations between tasks in 
the same processing nodes are directly considered.  

The remainder of the paper is organized as follows: the next section describes the 
assumptions and computational model used in this paper. Section 3 presents the 
methods to compute end-to-end response times and release jitters. Then the best-case 
response time analyses for precedence relations are presented in Section 4. Simulation 
results are given in Section 5. Finally, we conclude the paper in Section 6. 

2   Assumptions and Computational Model 

In this paper we consider the event-driven software system. In this system a set of 
external event sequences activate tasks. These tasks may generate internal events 
(signals as well as data) that activate other tasks, and so on. We assume that a task 
immediately activates its successors at the end of its execution. All tasks, which are in 
precedence relation by their activation, are grouped into entities that we called 
transactions. The assignment of the tasks to the processors is given and all the tasks of 
the same transaction are not necessary assigned to the same processor. Each 
transaction has a period and deadline. We assume the deadline is less than or equal to 
their period. Tasks within the same transaction have the same period and deadline 
with the transaction. We exclude the possibility that the execution of multiple 
instances of a task can be underway, i.e., a task must complete before its next arrival. 
In the computational model referenced in this paper, each task has one direct 
predecessor at most, which may run on the same or different processor. A task may 
have one or more successors on the same or different processors. 
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On each processor, tasks are statically assigned unique priority and scheduled 
under a fixed priority preemptive strategy. The assignment of priority is not the focus 
in this paper, but we assume that predecessors are always assigned higher priority 
than their successors on the same processor. This is reasonable since successors in a 
transaction are always released after their predecessors complete. To reduce the 
complexity of response time analysis, the communication costs between processors is 
neglected in this study. Actually, the response time of messages can be analyzed with 
the similar method by modeling each network as if it were a processor, and each 
message as if it were a task [10]. 

Let P be the set of processors. There is a set  =  {t1,…, tn} of n periodic tasks in 
the system. Each task ti is characterized by (Ti, C

B
i, Di, i, pi) where Ti is the period of 

task ti, C
B

i is its best-case execution time (BCET), Di is its deadline, i is its priority 
and pi ∈ P is the processor to which it is allocated. p denotes the task set allocated to 
the processor p ∈ P. 

Let k be the total number of transactions in the system. There is a set X = {x1,…, 
xk} of k transactions in the system. Each transaction xi is characterized by (Ti, TSi, Di) 
where Ti is the period of transaction xi, TSi is the set of all the tasks in this transaction 
and TSi ⊆ . Di is the deadline of the transaction and Di Ti. Each task in TSi has the 
same period Ti and deadline Di. 

If tasks do communicate with each other, they are said to be precedence 
constrained since a task is blocked until its direct predecessors activate it. Each 
transaction has one beginning task and one or more terminative tasks. We denote 
end(x) the set of terminative tasks of transaction x∈X. 

3   End-to-End Response Time and Release Jitter 

The end-to-end response time of a transaction is measured from the activation time of 
the first task to the finishing time of the last task in the transaction. To obtain the end-
to-end response time of a transaction, we can calculate its individual task response 
times and sum them up [3]. We define local response time ri for a task ti which is 
measured from the local arrival time of ti and define global response time Ri of ti in a 
transaction which is measured from the beginning of the complete transaction. The 
global best-case response times of ti, R

B
i can be expressed as: 

1
B B B
i i iR R r−= +  (1) 

where rB
i is the best-case local response time of ti, RB

i-1 is the best-case global 
response time of its direct predecessor task and R B

0 = 0. Obviously, the end-to-end 
response time of a transaction is its terminative tasks’ global response time. Thus, the 
best-case end-to-end response time RB

x of transaction x can be expressed as: 

( )
max ( )B B

x j
j end x

R R
∈

=  (2) 

In periodic distributed systems, transactions composed of precedence-constrained 
tasks will begin periodically. However, tasks except the first in a transaction will 
suffer variation in release time since they will inherit variants in response time (jitter) 
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from predecessor tasks. The presence of jitter can affect the response times of lower 
priority tasks [9]. Therefore, we need to compute the release jitter for each task. 

The release jitter of a task is defined as the maximum variation of its release time. 
Traditional analysis of distributed response time assumes that the release jitter of a 
task is the worst-case response time of the task which directly precedes it and the 
best-case response time of the predecessor task is assumed to be small and is ignored. 
However, this will lead to a pessimistic calculation of response times, since jitter may 
increase rapidly with each additional precedence step in a transaction. Given the 
global worst-case and best-case response times of its direct predecessor, the release 
jitter Ji of task ti can be more accurately computed through the following equation:  

1 1
W B

i i iJ R R− −= −  (3) 

where RW
i-1 is the global worst-case response times of its direct predecessor of ti. The 

calculation of worst-case response time is not the focus in this paper.  

4   Task Best-Case Response Time Analysis 

From a scheduling point of view, an execution sequence is defined by the release 
times and executions of all instances of all tasks. Such execution sequence represents 
exactly one possible execution of a real-time application. The best-case response time 
computation for a transaction needs to find an execution sequence, called best-base 
phasing, for which the transaction has experienced its smallest global response time. 
Redell et al. have proposed a best-case phasing for a model of independent task with 
jitter. They have proved that for a set of independent tasks with jitter [7]: 

The best-case phasing of a task occurs whenever it finishes simultaneously with 
the release of all its higher priority tasks and these have experienced their maximum 
release jitter.  

Based on the best-case phasing, Redell et al. also proposed a method to calculate 
the best-case response time ri

B. Given a schedulable set of independent fixed priority 
scheduled tasks with deadline equal to or smaller than their periods, ri

B can be 
computed through the following iterative equation: 

*

( )
0

B
i j jB B B

i i j
j hp i j

r J T
r C C

T∈

− −
= + ⋅  (4) 

where 
0

max(0, )x x= . ri
B can be found by iteration over this equation starting 

with a value ri
B* = ri

W or ri
B* = Ti. When the iteration has converged, the 

corresponding ri
B* is equal to the best-case response time of task i. 

The method above can accurately calculate the best-case response time of 
independent tasks. However, when the precedence relations of tasks are considered, 
this method does not provide correct results. This can be illustrated by the following 
example. Consider the task set on a processor p shown in Table 1. If we neglect the 
precedence relations in the task set, the best-case response time of t2 and t4 are 2 and  
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Table 1. The task set on processor p3 

Task Transaction Period Direct predecessor BCET Priority 

t1 x3 8 None 2 4 

t2 x1 30 None 2 3 

t3 x3 8 t1 3 2 

t4 x1 30 t2 5 1 

 

t1

t2

t3

t4

r4=10

(a) (b)

r4=13

R4=17

t1

t2

t3

t4

 
Fig. 1. The best-case phasing of t4: (a) Tasks are independent; (b) Dependences are considered 

10 respectively based on the method above. The best-case phasing of t4 is shown in 
Fig.1(a). The interval between the release of t2 and the termination of t4 is 2+10=12. 
However, when the precedence relations are considered, the result is different. As 
shown in Fig.1(b), t4 is released at the end of t3 and t3 is released at the end of t1. The 
best-case response time of t4 is 13 and the best-case interval between the release of t2 
and the termination of t4 is 17. 

From this example we can see that the precedence relation between two tasks does 
not affect the execution of the predecessor, this is because the predecessor always has 
a higher priority than its successors on the same processor. The precedence relations 
between tasks on different processors have been considered in the calculation of 
global response time (Equation 1). In order to extend the response time analysis for 
precedence relations between tasks on the same processor, we consider the following 
two cases on a processor p. ti is a task running on p. 

Case 1: The calculated task ti has no direct predecessor on p. 
Case 2: The calculated task ti has a direct predecessor on p. 

Case 1: ti has no direct predecessor on p. Let’s consider the task scheduling on p. 
When calculating ti’s response time, we do not consider the effects from its indirect 
predecessors on p, since they do not preempt the execution of ti. Although these 
indirect predecessors may affect the release time of ti, these effects are indirect and 
are transferred to ti’s direct predecessor, which is on another processor. The 
dependence on its direct predecessor has been taken into account in the calculation of 
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global response time of ti (see Equation 1). As a result, ti’s execution is only affected 
by the tasks on p with higher priority and belonging to other transactions. We denote 
the set of these tasks as S, so S can be expressed as { | ( ) ( )}i i iS t t hp i t V i= ∈ ∧ ∉ , 

where hp(i) is the set of tasks on p which have higher priority than ti and V(i) is the set 
of tasks in the transaction of ti. If the tasks in S have no precedence relations among 
them (no two tasks belong to a common transaction), the precedence relations 
between tasks on p will not affect the execution of ti. The best-case phasing for ti is 
the instant when it finishes simultaneously with the release of all the tasks in S. 

Consider the case that two tasks in S have a precedence relation. Let the two tasks 
be tj and tk, and tj is the predecessor of tk. tk may be released just when tj terminate its 
execution or released by successors of tj (indirectly released by tj). In the latter 
situation there is a delay between tj’s termination and the release of tk. Obviously, the 
former situation will contribute to the best-case response time of lower priority tasks 
(task ti), since tj and tk have the same period and the interval between the executions 
of the two tasks is the least, which leads to the least preemption of lower priority tasks 
before the release of them. Lemma 4.1 and Lemma 4.2 can prove this. 

Lemma 4.1: In the task set of a processor p, task tj is the direct predecessor of task tk. 
If tk’s release time is brought forward to the instant when tj is released, the actual 
execution of tk is not changed. 

Proof: According to the assumptions, tj and tk has a common period and tj has a 
higher priority than tk. tk is released when tj terminates. Consider the phase illustrated 
in Fig.2 with i > j > k. The white arrow denotes the release instant of tasks when 
the precedence relations are considered. a2 is the instant when tj is terminated and tk is 
released. a1 is the instant when tj is released and is denoted by the first black arrow. It 
can be seen that if tk is released at a1, it will have no change to execute before the 
termination of tj in the same instance of their transaction. This is because that tj and tk 
are released simultaneously at a1 and tj has a higher priority than tk. That is to say the 
execution of tk will not be different whether it is released at a1 or a2. Since tj and tk 
have the same period, this is true for all the following instances of tk.                           

 

tj

tk

ti

 

Fig. 2. Bringing forward tk’s release time to a1 dose not change tk’s actual execution 

Theorem 4.2: In the task set of a processor p, task tj and tk belong to the same 
transaction x and task tj is a predecessor of task tk . For another task ti, which has 
lower priority than tj and tk and does not belong to x, the case tj is the direct 



 Exact Best-Case End-to-End Response Time Analysis 179 

 

predecessor of tk will contribute to the best-case phasing of ti, which occurs when ti 
finishes simultaneously with the release of tj. 

Proof: When the precedence relation between tj and tk is not considered, the best-case 
phasing of ti occurs when it finishes simultaneously with the release of the instances 
of tj, tk and all other tasks with higher priority than ti [7]. Consider the precedence 
relation between tj and tk. If tj is the direct predecessor of tk, according to Lemma 4.1, 
ti remains in its best-case phasing, just like the case that instances of tj and tk are 
released in the same time just after ti has terminate its best-case execution.                  

According to Lemma 4.1 and Theorem 4.2, the calculation of ti’s best-case 
response time can be performed as if ti finishes simultaneously with release of all the 
tasks in S. Therefore, the precedence relations between tasks in S will not affect the 
best-case phasing of ti. 

As a result, no matter whether there are precedence relations between tasks in S, 
according to the theory of Redell et al., ti’s best-case local response time, ri

B, can be 
computed through the following iterative equation: 

*

( ) ( )
0p

B
i j jB B B

i i j
j hp i j V i j

r J T
r C C

T∈Γ ∩ ∧ ∉

− −
= + ⋅  (5) 

An initial response time, ri
B* = ri

W or ri
B* = Ti, may be assumed. The newly 

computed response time, ri
B*, replaces ri

B on each iteration. When the iteration has 
converged, the corresponding ri

B* is equal to the best-case local response time of task 
ti. The convergence of the equation has been proved in [7]. 

Case 2: The calculated task ti has a direct predecessor on p. An example for this case 
is the task t6 on Fig.3, which has a direct predecessor t5 on the same processor. To 
calculate the best-case local response time of ti, we need to consider the effects from 
its predecessors. We introduce the consecutive sub-transaction to compute the 
response time of ti. 

Definition 4.1: The consecutive sub-transaction of a task ti is the sub-transaction in 
which all the consecutive tasks are on the same processor and ti is the last task in this 
sub-transaction. 

t3 t4 t5 t6

t2 t1
Processor

ST(5)

ST(6)

 

Fig. 3. Consecutive sub-transaction 
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In Fig.3, the consecutive sub-transaction of t5 and t6 are shown. We denote the 
consecutive sub-transaction of ti as ST(i). Obviously, ti and ST(i) have the same global 
response time. The best-case global response time of ti can be expressed as: 

( ) 1 ( )
B B B
i fst i ST iR R r−= +  (6) 

where fst(i) is the first task in ST(i), rB
ST(i) is the best-case local response time of ST(i) 

which is measured from the release time of the first task to the termination of the last 
task ti in ST(i). 

To calculate rB
ST(i), we introduce the concept canonical form proposed by Harbour 

et al. [8]. A transaction or sub-transaction is said to be in canonical form if it consists 
of consecutive tasks that do not decrease in priority. Harbour et al. have proved that 
converting a precedence chain into a canonical form does not change its completion 
time. Therefore, we can calculate rST(i) by transforming ST(i) to a canonical form. We 
denote the canonical form of ST(i) as CST(i). The canonical transformation can be 
performed by applying the following algorithm: 

Algorithm 1. Canonical transformation 
ti is the last task in ST(i); 
while ti is not the first task of ST(i) 

If i-1 > i then i-1 = i; 
     i = i-1; 
end 

Since the consecutive tasks in a consecutive sub-transaction have descending 
priorities, after the canonical transformation, all the tasks in CST(i) have the same 
priority i. Due to the tasks in CST(i) also have the same period and each task is 
immediately released when its direct predecessor terminates its execution, when 
calculate its response time, CST(i) can be treated as a single task with priority i and 
period Ti. According to the definition of ST(i), this assumed task has no direct 
predecessor on p. This is just the case indicated by Case 1. Therefore, the best-case 
local response time rCST(i) (equal to rST(i)) can be expressed in the following iterative 
form: 

( )*
( ) ( )

( ) ( )
0p

B
CST i j jB B B

CST i CST i j
j hp i j V i j

r J T
r C C

T∈Γ ∩ ∧ ∉

− −
= + ⋅  (7) 

where CB
CST(i) is the best-case execution time of CST(i), it can be achieved by 

summing up the best-case execution time of all the task in CST(i). This equation is 
deduced from Equation 5 by treating CST(i) as one task without direct predecessor.  

To calculate rB
CST(i), an initial response time, rB*CST(i) = rW

CST(i) or ri
B* = Ti, may be 

assumed. The newly computed response time rB*CST(i) replaces rB
CST(i) on each 

iteration. When the iteration has converged, the corresponding rB*CST(i) is equal to the 
best-case local response time of CST(i) is achieved. And rB

ST(i) is equal to rB
CST(i). 

Based on Equation 1, 2, 3, 5, 6 and 7, the best-case end-to-end response times of 
transactions in distributed systems can be calculated. 
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5   Assessment of Effectiveness 

In order to evaluate the performance of the proposed method, simulations were 
conducted with different task sets whose execution times, periods and priorities were 
generated randomly. These results are compared with those using the method 
proposed by Redell et al. [7]. 

Fig.4 compares the transaction best-case response times obtained using Redell’s 
technique for independent tasks, Rindep with the response time obtained using the 
algorithm presented in this paper, Rdep. The Y-axis presents the average ratio 
Rdep/Rindep. The X-axis represents processor utilization. The results are presented for 
three different ratios of the maximum transaction period over the minimum 
transaction period, Tmax/Tmin. The figure shows the results for a set of 5 transactions 
with 8 tasks per transaction, in four processors. It can be seen that the ratio will 
increase with the ratio of Tmax over Tmin. For normal utilization levels of around 70% 
and Tmax/Tmin =100, the average best-case response time in the analysis with our 
algorithm are roughly 15% larger than analysis with independent tasks. 
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Fig. 4.  Rdep/Rindep, 4 processors, 5 transactions, 8 tasks per transaction 

6   Conclusion 

In this paper we have addressed the problem of best-case end-to-end response 
analysis in distributed hard real-time systems, which is necessary to guarantee the 
control accuracy and stability. To achieve an accurate analysis, we extend the current 
best-case response time analysis techniques to exploiting the precedence relations 
between tasks on both different processors and the same processor. The analysis 
technique is based on the best-case phasing given by Redell et al. [7] and the 
canonical form transformation proposed by Harbour et al. [8]. We have found that the 
effects of precedence relations can be easily added in the end-to-end analysis if it is 
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guaranteed that predecessors are always assigned higher priority than their successors 
in the same processors. Simulation results have shown that this algorithm can achieve 
more accurate results than existing methods. 

Our further work includes the optimization of scheduling for distributed systems 
based on both worst-case and best-case end-to-end response time analysis. This will 
help system designers to improve the performance and reliability of a complex 
distributed system at an early design stage. 
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Abstract. In Wide Area Networks (WANs)inconsistencies among the
security policies of Administrative Domains (ADs) may cause severe se-
curity flaws. Recently, security policies are written in natural language
and as they get more complicated, even for an expert it might be im-
possible to detect such inconsistencies. However, when a formal language
is used, it might be possible to make verification of security policies by
automated theorem proving tools. Due to the existence of mobile devices
such as laptops, PDAs and mobile agents, we need a formal language that
is capable of defining the concept of mobility. In this paper, we extend
Mobadtl [1] according its refinement methodology to obtain a formal pol-
icy specification language for an 802.11 WLAN with enhanced security
network.

Keywords: Administrative Domain, 802.11 Wireless Local Area Net-
work (WLAN), Mobadtl, Security Policy.

1 Introduction

In this paper we extend Mobadtl [1] according to its refinement methodology to
form a formal policy specification language for an 802.11 WLAN with enhanced
security network. Refinements are made by adding axioms for system informa-
tion, architectural operations and file access operations to existing axioms of
Mobadtl.

In the literature, there are network-aware formal models. Ambient Calculi
are aimed to be used in the design process of programming languages for mo-
bile environments. Among the Ambient Calculi we examined, there were Mobile
Ambients [6] and its variants Mobile Safe Ambients [7], Secure Safe Ambients [8]
and Boxed Ambients [9]. However, the semantics and syntax of Ambient Calculi
are complicated. The model proposed by Cuppens and Saurel in [10] use deontic
logic for modelling the concepts of permission, obligation and prohibition with a
modal logic of action. In [11], Ryutov and Neuman propose a model that is ca-
pable of representing existing access control mechanisms such as Access Control
List (ACL) and Condition.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 183–192, 2005.
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Finally, Mobadtl is an ensemble of a model, a logic to formalize the model
and a methodology required to structure, refine and compose specifications to
obtain other specifications [1]. Compared to Ambient Calculi, functional units
of Mobadtl remain relatively simple while enabling the specification of rich co-
ordination policies in an incremental manner. In addition, unlike most models
such as Boxed Ambients and Mobile Ambients, Mobadtl does not base its model
on a basic security mechanism. Thus each authority can define and modify its
own security policy.

In order to form axioms for architectural operations and system information,
necessary information is extracted from IEEE 802.11 [12] and IEEE 802.11i [13]
standards, respectively.

The rest of this paper is structured as follows. Overview of security aspects
of IEEE 802.11 and IEEE 802.11i standards is given in Section II followed by
an overview of network-aware formal models in the literature and Mobadtl. Ex-
amples for enforcement of proposed formal policy language are given in Section
III. Finally, Section IV summarizes the work done and mentions future work.

2 Background

The formal policy specification language, we formed refinening Mobadtl, con-
tains axioms for architectural operations and system information.Information
required to form axioms for architectural operations and system information
was extracted from IEEE 802.11 and IEEE 802.11i Standards, respectively. This
section also includes an overview of Mobadtl and other related network-aware
formal models.

2.1 Overview of IEEE 802.11 and 802.11i Aspects

The most basic component of the 802.11 wireless network is station (STA)which
is any device containing conformant medium access control (MAC) and phys-
ical layer (PHY) interface to the Wireless Medium (WM). The building block
of an IEEE 802.11 WLAN is basic service set (BSS) and it consists of a group
of any number of STAs. 802.11 wireless networks can exhibit two different ba-
sic architectures which are infrastructure basic service set and independent ba-
sic service set (IBSS). In an IBSS a STA communicates directly with one or
more other STAs and a minimum IEEE 802.11 WLAN may consist of only
two STAs. Mobile STAs must be within the range of each other to commu-
nicate. This type of operation is often referred to as an ad hoc network. An
infrastructure basic service set is a BSS with a component called access point
(AP). An AP is any entity that has STA functionality and provides access to
the distribution services, via WM for associated STAs [12]. In an infrastruc-
ture BSS, STAs communicate via AP, but not directly with each other. Dis-
tribution System (DS) interconnects a set of BSSs and integrated local area
networks (LANs) to create an extended service set (ESS) [12]. IEEE 802.11i
[13] standard inherits basic security aspects from IEEE 802.1X standard which
is the standard for port based network access control. The operation of port
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based access control has the effect of creating two distinct points of access
to the authenticator system’s point of attachment to the LAN. One of these
two distinct points of attachment is the uncontrolled port which allows port
data unit (PDU) exchange regardless of the authorization state; whereas the
other is the controlled port which requires port to be authorized for allowing
PDU exchanges. The authenticator Port Access Entity (PAE) uses the un-
controlled port for the purposes of exchanging protocol information with the
supplicant. If MAC is physically or administratively inoperable, then no pro-
tocol exchanges of any kind can occur on either the controlled port or un-
controlled port. A STA can be part of an ESS, only if it is associated to an
AP. If 802.1X EAP authentication is used, for association it should be fol-
lowed by four way handshake. 802.1X EAP authentication process in an ESS
can be initiated either by the supplicant or authenticator. If the EAP authen-
tication succeeds, IEEE 802.1X controlled port is blocked so that general data
traffic is not allowed. Authenticator associated with AP exchanges authenti-
cation messages only with supplicant which made a request for authentica-
tion (or to which the authenticator has sent authentication request message).
When 802.1X EAP authentication is used in an IBSS, each STA will need to
include 802.1X authenticator and authentication server. During IEEE 802.1X
EAP authentication, each STA’s supplicant will send an EAPOL-Start mes-
sage to every other STA to which it wants to authenticate and each STA’s
authenticator will respond the identity of the credential it wants to use. For
a STA to be a member of an IBSS, it should authenticate to each STA in
that IBSS. In addition, four way handshakes should be performed in a mutual
manner.

2.2 Overview of Network-Aware Formal Models and Mobadtl

In [10] Cuppens and Saurel model the concepts of permission, obligation and
prohibition using deontic logic with a modal logic of action. Temporal repre-
sentation is introduced to the model via boolean attributes Before, After and
During. Ryutov and Neuman present in [11] a model based on set and function
formalism. Mobile Ambients (MA) [6] describe the movement of processes and
devices through and within ADs. In MAs, interaction is one-sided and one of
the two partners simply undergoes the action of moving or opening an ambient.
In Mobile Safe Ambients (SA) [7], which is a variant of MA, a mutual agreement
between the two partners undergoing an action is required. Secure Safe Ambients
(SSA) [8] is a typed variant of SA. This type system provides for static detection
of security attacks such as Trojan Horses and other combinations of malicious
agents. Boxed Ambients (BA) [9] is a variant of MA and it provides finer grained
abstractions for resource protection and access control in systems of distributed
and mobile agents. Finally Mobadtl [1] is an ensemble of a model, a logic to for-
malize the model and a methodology required to structure, compose and refine
specifications to obtain other specifications. �DSTL(x) [2] is an asynchronous,
distributed, temporal first order logic used to formalize the model of Mobadtl. It
adds a temporal structure and the concept of event on the top of DSL(x), which is
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a first order logic for reasoning on properties of distributed systems. The syntax
of DSL(x) formulae defined in [3] is as F :: A | ⊥ | ¬F | FΛF ′ | ∀F | ∃F | miF .

In the syntax of DSL(x), formula A is an atomic first order formula, ⊥ is
the constant false, mi is a modality for locality built using the name of compo-
nent mi. mi is used to denote the dual of mi satisfying the following equation
mi = ¬mi¬F .

�DSTL(x) owns operators which relate conditions in different states of a
computation. These operators and their functionalities are listed below:

- STABLE is used to state that a condition will keep staying true once it is
established,

- INIT defines conditions holding in the initial state of a computation,
- LEADS−TO expresses a liveness condition and defines the sufficient causes

for a condition to hold,
- BECAUSE expresses a safety condition and defines the necessary causes for

a condition to hold.

The concept of event (i.e. becoming true of a condition) is defined using the
formula of the form �F which is a part of �DSTL(x) syntax.

In the model of Mobadtl [1] neighborhood is a bounded environment where
both stationary and mobile components live.Components have unique names de-
termined by their initial neighborhood. Each neighborhood is associated with a
stationary component called the guardian. The components are location aware
due to the knowledge of their guardians. Communications are based on asyn-
chronous message passing and they occur between components via guardians.
A guardian intercepts messages and decides which of them can enter or leave
the neighborhood it controls. Similarly, the guardians intercept components and
decide which of them can enter or leave their neighborhood. Inter-operability
of Mobadtl provides enforcement and implementation of the security policies by
different security mechanisms. Most models for secure mobile systems base their
models on a specific security mechanism. For instance Mobile Ambients(MA)
[6] specifies and enforces access control policies of mobile agents via capability
based type system. In Boxed Ambients (BA), the resource access control frame-
work defined is an instance of the standard Mandatory Access Control policies
in multi-level security environments. Mobadtl provides each guardian(authority)
with the ability to define its own security policy. It also allows each authority to
modify its own security policy by adding new restrictions. Since Mobadtl sepa-
rates functionality from coordination, it can specify both component functional-
ities and the security requirements independently at the abstract level. Mobility
in Mobadtl is subjective, in other words mobile units can control their location.
In Seal Calculus, seals are moved by their parents, thus mobility is objective
and cannot be controlled. Ambient Calculus is a hybrid; ambients can decide to
move, but they carry their sub-ambients with themselves so that sub-ambients
are moved in an objective way. The fact that MA supports both subjective and
objective mobility can be seen as a source of interferences and wrong behav-
iors. Safe Ambients (SA) [7] introduces a form of control centralization with
the notion of single thread and constrains subjective and objective moves via
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co-actions and synchronization, and thus it has similarities with Mobadtl.In SA,
only one process in each ambient can have the capability of making a move.
Such notion of authority is similar to that of guardians in Mobadtl. Secondly,
co-action mechanism is similar to the interaction protocol between an agent and
its guardian. Finally, reasoning on policies in Mobadtl is automatized giving us
the opportunity to make verifications in order to detect the security flaws in the
overall system using MaRK [1].

3 Mobadtl Specialized for 802.11 WLANs with Enhanced
Security Network

In our work, refinements and additions are made to the theory for mobile devices
which was given as an example for usage of Mobadtl in [1]. Neighborhood is used
to model ADs. An AD may consist of a hybrid of IBSS and ESS topologies. Some-
times an AD can consist of two or more mobile devices, as in ad-hoc networks.
Moreover, when a mobile device has no connection with a mobile device or an
AP, then its neighborhood it itself. The guardian concept of Mobadtl model is
used to model the central authority of a neighborhood which decides to forward
or veto mobility, message and file access requests according to that neighbor-
hood’s security policy. In addition, a guardian is able to detect approaching and
leaving STAs as well as reachability of a STA [1]. A component can be both a
mobile and stationary device.

The axiom set for architectural operations consists of axioms for ESS/BSS
and IBSS topologies. These axioms are encodings of the necessary extracts from
IEEE 802.11 standard and are given in Table 1. Axioms for system informa-
tion include EAP 802.1X authentication, and four way handshake procedures
extracted from IEEE 802.11i standard as shown in Table 2. Axioms in Table 3,
concern the basic file access operations which are read, write and execute respec-
tively and data flow.

Table 1. Axioms for Architectural Operations

EL1: S(associatedTo(AP)) Λ AP(guardedby(G)) LEADS−TO G(guarding(S))
EL2: S(associatedTo(AP)Λ associated to(AP′) → AP �= AP′)
EIBL3: G(reachable(S)Λ satisfies(S,P)) LEADS−TO G(guarding(S))
EL4: G(�exit(S,P))LEADS−TO G(moving(S))
ES1: AP (guardedby(G))
EIBS2: S(guardedby(G)) BECAUSE S(associatedTo(AP)) V (S(ibssAuthTo
(S′))Λ S′(ibssAuthTo(S)))
ES3: S(associatedTo(AP)) BECAUSE S(mutualAuthTo(AP))
IBL1: S(ibssAuthTo(S′)) LEADS−TO S′(ibssAuthTo(S))
IBL2: S(ibssAuthTo(S′))LEADS−TO G(guarding(S)Λ guarding(S′))
IBS1: S(ibssAuthTo(S′))BECAUSE S(mutualAuthTo(S′))Λ S′(mutualAuthTo
(S))
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Table 2. System Information Axioms

SIL1: S(�EAPAuthenticateTo(A)) LEADS−TO A(�protocol−msg(EAPOL−
Start, S, A)
SIL2: A(�EAPAuthenticate(S)) LEADS−TO S(�protocol−msg (EAPRe-
quest, A, S))
SIL3: A(�protocol−msg(EAPOLStart,S,A)) LEADS−TO S(�EAPAuthen-
ticatingTo(A) V toBeVetoed(protocol�msg(EAPOLStart, S, A), D))
SIL4: A(�protocol−msg(EAPOLStart, S′, A) Λ EAPAuthenticating(S)Λ
S�=S′) LEADS−TO S′(�toBeVetoed(protocol−msg(EAPOLStart,S′,A),D))
SIL5: S(�EAPAuthTo(A)) LEADS−TO A(�portAuthorized) Λ �block(
ControlledPort, S)
SIL6: S(�mutualAuthTo(A)) LEADS−TO A(¬block(controlledPort, S))
SIS1: G(�DataIn(D, G′)V G(�DataOut(D, G′)) BECAUSE A(¬block(
controlledPort, S) Λguardedby(G)) Λ S(guardedby(G))
SIS2: S(mutualAuthTo(A)) BECAUSE S(EAPAuthTo(A))
SIS3:G(exit(S,P)) BECAUSE (S(¬mutualAuthTo(AP)) Λ AP(guarded-
by(G))) V (S(¬ibssAuthTo(S′))Λ S′(guardedby(G)))
SIS4: A(¬macEnabled) BECAUSE A(Disconnect)
SIS5: A(Disconnect) BECAUSE A(EAPAuth(S) Λ (¬KeyAvailable V Time-
Out))

Table 3. Axioms for File Access Operations, Mobility, Communication and Data Flow

FL1: S(�Read(F, O) Λ guardedby(G)) LEADS−TO G(�read(F, S, O))
FL2: G(�read(F,S,O) Λ guarding(S)) LEADS−TO S(�toBeVetoed(ftp−
Connection, D))V G′(�read(F, S, O) Λ guarding(O) )
FL3: G(�read(F, S, O) Λ guarding(O)) LEADS−TO S(�toBeVetoed (read(F,
S, O),D)) V S(�readIn(F, O))
FL4: S(�Write(F,S,O) V �Execute(F,S,O)) Λ S(guardedby(G)) LEADS−TO
G(�write(F,S,O))
FL5: G(write(F, S, O) V execute(F, S, O)) LEADS−TO G(read(F,S,O))
FS1: P(�ReadIn(F,S)) BECAUSE G1(guarding(S) Λ allow(P, Connect, ftp-
Port)) Λ G1(allow(P, Read, F) V allow(P, Write, F) V allow(P, Execute, F))
FS2: S(Read(F,O) Λ � failure−msg) BECAUSE S(guardedby(G))Λ
G(¬reachable(O))
MS5:G2(�moving(S)) BECAUSE G1(guarding(S) Λ allow(S,moveTo,G2))
CS1: P(�in(M,S)) BECAUSE G1(guarding(S) Λ allow(S, Send, (M,P)))
DF1: ∀ G1, G2, G3,F . G2(�DataIn(F,G1))Λ G3(�DataIn(F,G2)) →
G3(�DataIn(F,G1))

3.1 Examples of Enforcement of Formal Policy Specification
Language for 802.11 WLANs with Enhanced Security Network

In this section, examples for the enforcement of the axioms we formed as an
extension of Mobadtl to make verifications for 802.11 WLANs with enhanced
security network are given.

For instance, a component of an AD may want to read a file F owned by
entity O. If O or (and) S does (do) has no connection with a STA, then response
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of the query requesting read access to file F will be a failure message. This is
stated in axiom FS2 of file operations axiom set in Table 3. If a STA is not part
of an BSS/ESS, then it is not mutually authenticated to an AP. On the other
hand, if a station is not part of an IBSS/ESS, then there is not a station S′ so
that S and S′ are mutually authenticated to each other. These facts are stated
in axiom SIS3 in Table 2. If S and S′ are not part of the same IBSS, then this
means that either (or both) of them did not mutually authenticate to each other
as stated in axiom IBS1 in Table 1. Thus, if S is not mutually authenticated to
a station, the reason for this might be,

- S might have performed 802.1X EAP authentication successfully. However,
a problem may have occurred during four way handshake. This might be due
to the fact that either Pairwise Master Key (PMK for ESS/BSS architecture,
and it is PSK for IBSS architecture) is not received by authenticator (i.e.
A(¬KeyAvailable) ) or after supplicant receives the message with Anonce
(Anonce is a random number generated by authenticator during four way
handshake in order to be used in derivation of PTK) from the authenticator,
it sends no response to the authenticator (i.e. A(�TimeOut)), or

- Neither authenticator nor supplicant wanted to perform 802.1X EAP au-
thentication, (i.e. S(¬EAPAuthenticateTo(A)) Λ A(¬EAPAuthenticate(S)))
which is supposed to be followed by four way handshake for the mutual
authentication, or

- The supplicant wanted to initiate 802.1X EAP authentication and it received
a veto message, (i.e. S(�veto(protocol−msg(EAPOL−Start,S,A)))) or

- The authenticator wanted to initiate 802.1X EAP authentication and it re-
ceived a veto message, (i.e. A(�veto(protocol−msg(EAPRequest,A,S))) ) or

- Supplicant has not yet finished 802.1X EAP authentication and it is authen-
ticating to the authenticator, (i.e. S(EAPAuthenticatingTo(A)) ), or

- Supplicant has successfully performed 802.1X EAP authentication and has
just started four way handshake. Thus, controlled port of the authenticator
is blocked for data exchange, (i.e. A(�block(controlledPort,S)) ) and only
messages related to four way handshake are allowed.

The possible reasons for why S is not mutually authenticated to a station can
be written in Mobadtl as follows:

S(¬mutualAuthTo(A)) BECAUSE A(¬KeyAvailable) V A(�TimeOut)) V
(S(¬EAPAuthenticateTo(A) Λ A(¬EAPAuthenticate(S)) V
S(�veto(protocol−msg(EAPOLStart,S,A))) V
A(�veto(protocol−msg(EAPRequest,A,S))) V
S(EAPAuthenticatingTo(A)) V A(�block(ControlledPort, S))

As mentioned before, serious security flaws arise as a result of the inconsistencies
among the policy elements of different ADs. Detection of such inconsistencies is
possible by using a verifiable formal language.

Figure 1 shows a system consisting of three ADs together with their security
policies. In the security policy representation of Figure 1, we used the model
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Fig. 1. A system consisting of three administrative domains

based on Set and Function Formalism proposed in [11] by Ryutov and Neuman.
Thus, security policy of each AD consists of Elementary Policy Statements. As
it is stated in [11], an Elementary Policy Statement consists of an object com-
ponent, a positive or negative access component and zero or more conditions.
In our representation an object component can be a file (F), a message (M),
an AD, a port, etc. On the other hand, positive access right component can be
Read, Write, Execute, (for a file F), Connect (for a port), MoveTo (for an AD),
Send (for a message M), etc. Negative access right components indicate that
an entity is not to allowed for an action related to an access right (i.e. ¬Read,
¬Write,¬Execute, ¬Connect, ¬MoveTo, ¬Send ). Finally, the condition is the
AD in which the entity, that wants to access the object, resides for the case
when access right is Read/Write/Execute (a file F) or target AD to which an
entity wants to send a message or wants to move . The sign ” * ” is used denote
any AD.

In Figure 1, security policy of AD1 contains elementary policy statement p1,1
which restricts the components of AD3 to read file F. However, the same security
policy contains the elementary policy statements p1,2 and p1,3 which allow every
component of AD1 to send message to the components of AD3 and to move to
AD3, respectively. Since a component of AD1 can attach file F to the message it
sends to a component in AD3, there is an inconsistency between p1,1 and p1,2.
Moreover, since p1,3 allows every component of AD1 to move to AD3 and thus S
which owns file F can move to AD3 and become a member of AD3, there is also
inconsistency between p1,1 and p1,3. These are the examples of inconsistencies
among the elementary policy statements of a security policy of a single AD and
the basic operations that can be performed for the information contained in file
F to be transmitted from one AD to another (i.e. G2(DataIn(F,G1))) are as
follows:

- A component in an AD downloads file F owned by a component of another
AD (i.e. P(�ReadIn(F,S) Λ guardedby(G2)) Λ S(guardedby(G1)) ) to per-
form one of the file operations which are read, write and execute, respectively
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- A component in an AD sends a message M, with file F attached to it,
to a component in another domain (i.e. P(�in(M,S) Λ guardedby(G2)) Λ
S(guardedby(G1) Λ attached(F,M)) ).

- A component in an AD, which owns file F (i.e. S(owns(F)) ), moves to
another AD (i.e. G2(moving(S) ) and becomes the component of that AD.

All these above statements can be written as one specification in Mobadtl as
follows:

G2(�DataIn(F,G1)) BECAUSE (P(�ReadIn(F,S) Λ guardedby(G2)) Λ
S(guardedby(G1))) V (P(�in(M,S) Λ guardedby(G2) ) Λ S(guardedby(G1)
Λ attached(F,M))) V (G2(moving(S) Λ S(owns(F)))

We use ReadIn(F,S) because we assume that if a component has the right to
execute a file (i.e. G1(allow(P, Execute, F)) ) then it also has the right to write
to it (i.e. G1(allow(P, Write, F))) and any component which has the right to
write to a file has the right to read it (i.e. G1(allow(P, Read, F))). In addition,
for a component to read (or write or execute) a file owned by another component,
it should be allowed to access the ftp port by the security policy of AD where
file owner resides (i.e. G1(guarding(S) Λ allow(P,Connect, ftpPort))). This is
stated in axiom FS1 in Table 3. Similarly, if a component P receives the message
M sent by another component S (i.e. P(�in(M,S))), it is required that the
security policy of AD of which S is a component, allows S to send message M
to P (i.e. G1(guarding(S) Λ allow(S, Send, (M,P)))). Axiom CS1 in Table 3
states this fact. Finally for a component S to move from one AD to another (i.e.
G2(�moving(S)) ), it is required that security policy of AD, to which S belongs,
allows S to leave (i.e. G1(guarding(S) Λ allow(S, MoveTo, G2))) as explained in
axiom MS5 in Table 3.

In Figure 1, there is also an example of an inconsistency among two elemen-
tary policy statements which belong to security policies of different ADs. One
can see that in the system shown in Figure 1 components in AD2 are allowed
to read file F due the existence of elementary policy statement p1,4. Once P
reads file F owned by O, it owns a copy of file F and since elementary policy
statement p2,1 of security policy of AD2 allows the components of AD3 to read
any file owned by the components of AD2, p1,1 is violated by allowing the flow
of information contained in file F from AD1 to AD3. In order to prevent such
violation, axiom DF1 in Table 3 is added to the set of axioms.

4 Conclusion

In this paper, we formed a formal policy specification language for an 802.11
WLAN with enhanced security network adding axioms and making refinements
to Mobadtl[1] axioms. In the long run, a verification system that will employ
the policy specification language formed in this work can be constructed. The
verification system can be used to design security policies, which are for ADs
inside the boundaries of the same domain (i.e. domain of a university, hospital,
firm, etc.), free of security flaws.
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Abstract. This paper presents a policy-conflict handling model, which is  
independent of both technical details of policy enforcement architecture and 
syntax of policy-specification language. The model primarily focuses on  
handling the application-specific (semantic) conflicts [1]. This model has been 
applied to the POLICE Policy-Based Network Management (PBNM) 
framework in [2-4]. The POLICE framework does not suffer from the modality 
conflicts [1] since it does not support negative policies whereas application-
specific (semantic) conflicts are handled according to the model described in 
this paper. We are able to rely on a common schema in our model since  almost 
all policy specification languages include subject, target and action concepts 
and the fact that all languages can be modeled in an approximately similar way 
allows our model to be designed independently of other details of the language.  

1   Introduction 

Policy-Based Network Management (PBNM) concept simplifies the management of 
systems by using business-level policies. A policy is defined as combination of one or 
more sets of rules that dictate actions according to conditions to help automate 
network, system, and service management. In other words, policies dictate the 
conditions that must be met before the specified actions can be taken. Research 
activities in PBNM community have generally focused on languages for specifying 
policies and architectures for managing and deploying these policies. However, 
achieving a complete consistency between the policies used within a PBNM 
framework is a difficult problem waiting to be solved. When the number of policies 
increase, the ability to handle conflicting policies becomes crucial. However, in the 
conflict detection and resolution field, a perfect solution or a standard meeting all the 
requirements has not appeared yet. 

There has been considerable amount of research about handling modality conflicts 
[1], which can be detected automatically by analyzing the policies. However, 
proposals for handling semantic conflicts stayed limited due to the fact that 
researchers showed more interest in modality conflicts than in semantic conflicts, 
except a few groups [1], [5]. 

A formal model proposed in [5] aims detecting and solving modality conflicts 
along with some semantic conflicts by using policy constraints. A well-known study 
employs meta-policy concept [1] for semantic conflicts. However, both of these 
studies do not consider runtime conditions in conflict handling since they rely on 
static policy specifications. This paper introduces a unique solution to fulfill the 
requirements for handling semantic conflicts. The primary design goal of our model is 
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to make conflict handling independent of the implementation details of both PBNM 
system and policy language syntax. 

Remainder of this paper is organized as follows. Sections 2 and 3 introduce some 
background for the reader. The conflict detection and resolution issues within our 
model are discussed in Section 4. Section 5 includes evaluation of the related work 
and the last section presents our conclusions. 

2   PBNM Background 

In order to facilitate policy management activities it is necessary to use an easy-to-
understand policy language and an integrated toolkit for the deployment and 
enforcement of the policies within the system. Recent works like Ponder [6], [7], [8] 
have introduced object-oriented languages to specify general-purpose management 
policies. Almost all objects in these languages represent elements of managed systems 
and the methods of these objects function as management interfaces of these 
elements. The elements in a managed system may be substituted for subjects and 
targets. According to the well-known definition, the term Subjects refers to users or 
automated manager components, which have management responsibility, and the term 
Targets refers to objects affected by the activities of subjects. Method invocations on 
targets allow subjects to access targets. Policies can be defined as the set of rules 
managing these invocations by means of Actions that specify what must be performed 
or what is permitted according to conditions of the system.  
 

 

Fig. 1. Visualization of policy concept 

Our conflict handling model assumes that all policies relate to objects which have 
interfaces defined in terms of methods as shown in Fig. 1.  

Policies are basically classified into two main categories in the literature: 
Authorizations provide subjects with legitimate power to perform actions, Obligations  
give subjects the imperative to carry out actions.  
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In a generic PBNM system, three types of elements, Policy Decision Point (PDP), 
Repository and Policy Enforcement Point (PEP), are involved in the execution 
process. PDP acts as policy manager, which stores policy in a policy repository and 
distributes them to PEPs. Once policies are received from PDP, PEPs analyze them 
and extend their behavior. In the PEP architecture, all access requests originated from 
subjects to targets are intercepted and checked whether they are granted required 
permissions according to authorization policies. In the case of obligation policies, if 
their constraints are fulfilled, the subjects are ordered to perform access operations.  

Policy repository is a specific data store that holds policy rules, their conditions 
and actions, and related policy data. In our model, the policy related data includes the 
information model of the managed system, so-called System’s Information Model 
(SIM). SIM models managed objects as the instances of Model Classes. A model class 
includes methods which serve as a model of the management interface of the 
corresponding real managed object. In addition to managed objects, the application 
specific (semantic) relationships (Ri) between managed objects are also modeled in 
SIM. Incidentally, our conflict handling model relies on these relationships. Fig. 2 
shows an example of SIM. 

 

 

Fig. 2. Sample scenario including semantic relationships between managed objects 

The content of SIM is kept up-to-date with a node discovery mechanism running 
on PEPs, and with administrator intervention for the nodes that are not supporting 
auto discovery. The vendor/deployer of a system prepares a node profile including 
objects for the managed elements and special relationships between them. When this 
node joins PBM system SIM is extended with the addition of the node profile. Thus, 
the managed system itself provides semantic relationships and the program pieces to 
be run to ensure that policies are enforced considering these relationships. Some 
relationships and the profiles of nodes that are not supporting node discovery are 
entered into the system manually.  
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 3   Policy Conflicts 

A conflict may occur if one policy prevents the activities of another policy from being 
performed or if the policies interfere in some way that may cause the managed objects 
to be put into unwanted states [9]. A policy conflict occurs when the conditions of 
two or more policy rules that apply to the same set of managed objects are 
simultaneously satisfied, but the actions of two or more of these policy rules conflict 
with each other. Basically, the conflicts are classified into two groups: Modality and 
Semantic conflicts. (A detailed conflict classification can be found in [9])   

 
Conflict of Modalities: Modality conflicts [9] are inconsistencies in the policy 
specifications, which may arise from existence of both a positive and a negative 
authorization or obligation policies that apply to the same set of managed objects. 
Conflicts of modalities are independent of the exact identities of the managed objects 
and objectives of the policies. Without any knowledge about the managed system or 
activities, syntactic analysis of the policies can detect conflicts of modalities prior to 
deployment of the policies. Existing studies in detecting conflicts mostly focuses on 
modality conflicts. 
 
Semantic Conflicts (Application-Domain Specific Conflicts): Semantic conflicts 
refer to the inconsistency between what is contained in the policies (i.e., which 
subjects, targets and actions are involved) and external criteria such as limited 
resources, topology of the system, or overall policies of the system. They arise from 
the semantics of the policies and cannot be determined directly from the syntactic 
analysis of the policy specifications without the description of the conflicts. The 
Meta-policy concept is proposed as a method to describe this additional information 
in [1,9], which defines a constraint about permitted policies (policies about policies).   
 

 

Fig. 3.  Meta-policy based conflict handling 

Fig.3 illustrates meta-policy based conflict handling. As shown in the figure, meta-
policies are located and evaluated at PDP. The meta-policy evaluation process uses 
only static data including policy definitions and identities of subjects/targets of 
policies. According to the result of this evaluation, some of the ordinary policies are 
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eliminated due to possible semantic conflicts. Remaining policies (subset) are 
deployed to PEPs, evaluated and enforced there to manage the interactions between 
subjects and targets. The dashed lines represent inputs of related blocks, and the dark 
lines show the control flows. The letter R means runtime data which is related to the 
status of managed objects and available only at policy enforcement time, whereas the 
S represents static data which is related to the policy definitions and available at any 
time (before and after policy deployment). 

4   Proposed Conflict Handling Model 

The relationships between subjects or targets show implicitly the relationships of 
policies applied to them. In [9-12], it is claimed that a conflict may occur between two 
or more policies if there is an overlap between the subjects or the targets. Thus, they 
assert that if there are no common subjects and targets between two policies (disjoint 
policies), there is no possibility of conflict. However, these assumptions are true for 
only modality conflicts, and they may be false for semantic conflicts since there may 
be system-specific associations between the subjects or the targets of the policies even 
these policies are disjoint (implicit conflicts). In such cases, the enforcement of these 
policies may result in semantic conflicts. As specified in the previous section, 
semantic conflict detection process needs to have additional knowledge of the 
managed system. 

Although the meta-policies are created to handle semantic conflicts, they cannot 
always fulfill the requirements to solve the problem. Therefore, the administrator 
must specify meta-policies for all possible, runtime situations, which may result in 
conflicts. It is almost impossible for the administrators to take into account all implicit 
relationships that may cause conflicts in the managed system. Moreover, in many 
cases, the fact that there are policies related explicitly or implicitly to each other does 
not mean a conflict will certainly occur at runtime because the runtime conditions 
required for conflicts may not be fulfilled exactly. Meta-policies are based on static 
data instead of runtime data. Thus, the conflicts detected via meta-policies prior to 
policy enforcement, may not appear at runtime. 

The current design of our model does not address modality conflicts. In case of 
semantic conflicts, however, as an alternative to meta-policy based approach, we have 
developed a policy conflict handling mechanism based on the relationships between 
the objects of the system being managed. In order to make our model run, all 
associations between managed objects (subjects/targets) must be modeled in the 
Repository (SIM) prior to policy enforcement. By evaluating these associations, 
direct or indirect relationships between the policies to be enforced on these managed 
objects can also be determined. Our model wraps these evaluation processes in special 
scripts, so-called as Evaluation Code (E-Code). There are two possible ways to add  
E-Codes into conflict investigation process. These scripts can be obtained from the 
managed system itself during node discovery process performed by PEPs. In this 
case, the E-codes which have been placed into the managed device or system by 
vendor or administrator are passed on to related PEP in addition to the information 
model of the managed system or device. In the other case, administrators can write  
E-Codes via management console of PDP. The PEPs investigate the likelihood of 
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conflicts at runtime by executing E-Codes. In order to do this, the PEPs must first 
look for any relationship involving the subjects or targets of the policies for which 
these PEPs are responsible. If there is a relationship, PEP has to get the E-Code 
related to this relationship from the repository and run. E-Codes may include any 
command that can run on the system to determine the real conflict. If needed, the 
PEPs can communicate with other PEPs or PDPs. PEPs enforce their subjects 
according to the results of the executions of E-Codes. E-Codes make it possible to 
figure out the runtime picture of the conflicts accurately. 

As shown in Fig. 4, E-Codes running on PEPs use both static and runtime data to 
perform conflict analysis. The meanings of the lines and letters in Fig. 4 are the same 
as those in Fig. 3. E-Codes do not only use static data such as policy definitions 
(represented with letter S) but also run time data (represented with letter R) related to 
the managed system such as attributes of managed  objects (subjects, targets), subjects 
and targets of policies, system time, and so on.  

Unlike Ponder, performing central and static conflict analysis on policies at PDP, 
postponing the decision on whether there is any conflict (conflict decisions) until the 
enforcement time makes our model more consistent and accurate on determining the 
real conflicts. In addition, using E-Code concept instead of meta-policies provides 
more flexibility because our model does not involve any restrictions for policy 
specification language. In contrast to meta-policies, the syntax of the E-Codes is 
independent of policy specification language and an E-Code can include more 
complex statements of any interpreted computer language such as Java, TCL. We 
prefer BeanShell [13] which is a script language based on Java. In contrast to the 
flexiblity provided with E-Codes, meta-policies can contain only limited number of 
pre-defined statements, in order to stay analyzable by an automated software. E-codes 
need not to be analyzed due to the fact that they are independent of the policy 
language. 

 

Fig. 4. Our policy conflict handling model 

Our model has been first applied to POLICE policy based management framework 
which has been developed in TÜB TAK [2]. In order to provide a standard format in 
E-Codes’ statements, we have also developed an E-Code Application Programming 
Interface (API) including the interfaces in order to access to PEP, PDP, Repository 
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and other modules of PBNM framework. In order to Provide an abstraction layer 
between E-Codes and PBNM systems, this API includes various abstract classes such 
as PEP, PDP, ManagedObject, Method, Relationship, Policy, PolicyList, Filter, and 
so on. Any PBNM framework conforming to this API can run the E-Codes prepared 
for conflict handling. The main points highlighting advantages of our model over 
meta-policy model are listed below:  

• The administrators specifying policies do not have to worry about possible 
conflicts (faster and easier specification). The policy conflict analysis logic is 
embedded into the managed system itself and performed by PEPs. 

• Our policy conflict tests are executed independently of any change in the policy 
data stored in the Repository, but the evaluation of meta-policies is repeated in 
each modification (adding, deleting policies or managed objects) of the policy 
data stored in a central Repository.  

• Our conflict tests (E-Codes) are executed if there is an application-specific 
relationship related to the subjects or the targets of the policies being enforced. 
Only The e-code related to this relationship is run. 

• Our conflict test covers only a small subset of the entire policy set stored in the 
Repository whereas meta-policies are evaluated at PDP and on entire policy set.  

• If the policies are edited (add | remove | update) frequently, meta-policy model, 
which has a central conflict analysis repeated after each edit operation, becomes 
unscalable, whereas our model remains scalable because policy edits may affect 
only the policy list which will be involved in the next run of any E-Code. 
However, if the policy set is not changed frequently, the conflict test overhead of 
the meta-policy based model is zero. Nonetheless, Meta-policies always require 
specifications and these specifications are difficult to define. 

• In our conflict tests performed during enforcement operations, better suited data 
to detect actual conflicts (data at enforcement time) is used. 

• The meta-policies can include logic for only conflict detection, whereas E-Codes 
can also include conflict resolution logic.  

 

The sample problem explained below indicates how both meta-policy based model 
and our model handle semantic conflicts:  

Conflict of duty which is a well-known application specific conflict type in 
literature can be expressed as “There should be no policy pair authorizing a subject to 
perform two separate operations that must be performed by different subjects” [1]. 

Meta-policies are used to define application specific constraints in Ponder model to 
limit the permitted policies in the system, or prohibit the simultaneous execution of 
conflicting policies. The Ponder meta-policy for detecting the conflicts similar to the 
one mentioned above is shown below: 
 

inst meta budgetDutyConflict raises conflictInBudget(z) { 
 [z] = self.policies  select (pa, pb | 
 pa.subject  intersection  (pb.subject) notEmpty and 
 pa.action  exists (act | act.name = ”submit”) and 
 pb.action  exists (act | act.name = ”approve”) and 
 pb.target  intersection (pa.target) oclIsKindOf (budget)) 
 z  notEmpty ; 
} 
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This meta-policy prevents a conflict of duty in which the same person both 
approves and submits a budget. It searches for policies with the same subject acting 
on a target budget in which there are actions submit and approve. If it is found, 
conflictInBudget event is raised which may trigger an obligation policy. 

Unlike the usage of meta-policies in Ponder model, we embed the conflict 
detection logic into PEPs. Instead of catching conflicts by defining and analyzing 
meta-polices at PDP, we prefer a flexible and distributed mechanism in which policy 
analysis is performed by PEPs. In case of “separation of duty” type conflicts, the E-
Code which will be executed by the PEPs is as follow:  
 
boolean EC_DutySeperation ( Method submit, Method approve) { 

 p1 = PDP.getAllPolicies(); 
 
 f1 = new Filter(ACTION, EQUAL, submit); 
 f2 = new Filter(ACTION, EQUAL, approve); 
 p2 = p1.search(f1); // find policies whose action is submit 
 p3 = p1.search(f2); // find policies whose action is approve 
 
 conflictedList= new PolicyPairList(); 
 //find policies from p2 and p3 not having same subject 
 for (policy:p2.iterator()){ 
  PolicyList tmp = p3.search(new    
         Filter(SUBJECT, NOT_EQUAL, policy.getSubject() )); 
   //match policy with tmp policies  
  conflictedList.addPair(policy,tmp);    
}// for 
 return (conflictedList.size()==0); 

} 

4.1   Handling of Well-Known Semantic Conflicts 

A detailed scenario including five policies is given in Fig. 5 to explain how our model 
is capable of handling semantic conflicts specified in [1].  

 

 

Fig. 5. Sample scenario 
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• Conflict (separation) of duties: This type of conflict occurs, if some tasks must 
be performed by different subjects but assigned to the same one. Let 
Object2.Method2 be check-signing operation and Object3.Method2 be the 
authorizing payment of check. In order to avoid a conflict, the system must 
guarantee that only different subjects can call these two methods. Therefore, a 
relationship specifying this exclusion is represented by R1 in Fig. 5. Then, the 
policy sets {P0 , P3}  or  {P2 , P3} ordering different subjects to carry out these 
two methods may cause a conflict. The E-Code for this conflict is already 
presented in the previous section. 

• Multiple Managers: Accessing a common target, multiple subjects may cause a 
conflict when the management operations to be performed on this target object 
are not independent. Let Object3.Method1 and Object3.Method2 be dependent on 
each other (for example, both may modify the common variable). Then, different 
subjects accessing these two methods may affect the operation of each other. This 
case is represented with R3. So, the policies set {P2, P4} and {P3, P4} must be 
enforced carefully. 

 

• Conflict of Resources/Priorities: This type of conflict occurs when the amount 
of resources (target objects) available is limited. Object accesses are performed in 
the control of the Resource Controllers at PEP’s. The Resource Controllers can 
already eliminate this kind of conflicts. Thus, the limit on the critical resources 
must be determined by an E-Code similar to the one shown below so that 
Resource Controller can keep the usage of the critical resources under control. In 
order to achieve this, the resources are marked by associating them with 
relationships and each relationship are associated with an instance of the E-Code 
shown below. 

boolean EC_ResourceLimit ( ManagedObject mo1, int amount) { 
     return PEP.setAccessLimit(mo1,amount); //resolution of conflict!  
} 

• Conflict of interests: This describes a situation where a single subject has tasks 
relating to two different targets, and carrying out both tasks together 
conscientiously may be impossible. Let be a requirement that Object1 can 
manipulate only either of the {Object2, Object3}. In this case, R2 is described to 

boolean EC_MultipleMng ( Method method1, Method method2) { 
 
 p1 = PDP.getAllPolicies(); 
 f1 =new Filter(ACTION, EQUAL, method1);  
 f2 =new Filter(ACTION, EQUAL, method2); 
  
 p2 = p1.search(f1); //find policies whose actions is method1 
 p3 = p1.search(f2); //find policies whose actions is method2 
 
 conflictedList = new PolicyPairList(); 
 for (policy:p2.iterator()){ 
  PolicyList tmp = p3.search( new  Filter(SUBJECT,    
                                          NOT_EQUAL, 
                                          policy.getSubject())); 
  conflictedList.addPair(policy, tmp); 
 } 
 return (conflictedList.size()==0); 
} 
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specify that Object1 can call only the methods of either Object2 or Object3. So, the 
policy sets {P0 , P2}  or  {P1 , P2} ordering Object1 to access different targets 
may cause a conflict and they must be enforced carefully.   

boolean EC_Interest ( ManagedObject mo){ 
 //find policy pairs whose subjects is mo but targets are 
 //different 
 
 p1 = PDP.getAllPolicies(); 
 f1 = new Filter(SUBJECT, EQUAL, mo); 
 p2 = p1.search(f1); //find policies whose subject is mo 
  
 conflictedList= new PolicyPairList(); 
 //find policy pairs whose targets are different 
 for (policy:p2.iterator()){ 
  tmp=p2.search(new Filter(TARGET,NOT_EQUAL, policy.getTarget())); 

 
//match policy with tmp policies  

  conflictedList.addPair(policy, tmp); 
 } 
 return (conflictedList.size()==0); 
} 

5   Related Work 

Although majority of working groups from PBNM community have realized policy 
conflicts can occur, neither have they distinguished between modality and semantic 
conflicts nor do any of them say how conflicts will be detected. However, some 
groups tried conflict handling by means of various methods. 

The Ponder framework includes a conflict analysis tool performing static analysis 
of policies [1], [11]. The tool also allows various forms of precedence to be specified 
to resolve policy conflicts. By using this tool, static analysis is repeated for each new 
policy to see if it conflicts with existing ones. Such an operation results in long delays 
when the amount of policies grows. For semantic conflicts, Ponder model benefits 
from meta-policy concept. 

The technology independent model proposed in [5] aims detecting and solving 
modality conflicts and some semantic conflicts by means of policy constraints. 
However, it is not flexible because it is only based on policy constraints for the 
semantic conflicts. 

On the other hand, there has been considerable effort in logic-based approaches to 
specify policies, as described in [12], [15], [16], [17]. The policies are in a logical 
representation, existing formal calculus methods, and running tools in this area 
provide a means to check the consistency of policies [12], [18]. However, they do not 
easily map onto implementation mechanisms. 

Representing policies by using IETF format [19] may allow using logic based 
tools, an expert system or theorem-proving approach. However, using formal methods 
in the analysis of policies may result in unreasonable completion time in the multi-
purpose and complex systems. Moreover, static analysis of policies during 
specification phase may not be right approach to detect all conflicts since some kinds 
of conflicts may or may not arise at runtime depending on the conditions.  

Another study [20] examines the conflicts that may occur in multi-agent systems. 
In a multi-agent system, agents share and carry out tasks collaboratively. Because of 
the possible dependencies between the tasks, the task distribution should be done 
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appropriately. While the agents perform their tasks, possible conflicts can be solved 
by defining policies for the agents. Conflict resolution typically entails a conversation 
in which agents negotiate over the interaction, generally making an agreement to 
either avoid the interaction through a change in the planned activities or by temporally 
sequencing their activities. We conclude that the model used to solve the conflicted 
tasks in [20] can also be employed in PBNM systems to detect and solve the 
conflicted policies. Moreover, our SIM concept may provide an infrastructure for the 
multi-agent systems because they define associations between the tasks as we do 
while establishing our relationships between managed objects. 

6   Conclusions and Future Work 

There are two main approaches about policy specification and implementation issue; 
implementing policies as a piece of code and interpreting them as objects [21]. Policy 
as code is more flexible using a standard programming language. However, Verma 
stated that in case of policy as code, it is quite difficult to determine if the policies are 
mutually consistent [12]. Policies specified in policy as object fashion are easier to 
analyze than policies specified as computer programs [11]. 

Although some authors [1], [12] suggest keeping the policy specifications simple, 
the majority of the working groups think that such systems, not supporting policies 
defined as computer programs, have several limitations and it will be inevitable to 
take into account more complex policies, even though their analysis is so hard.  

In the conflict detection and resolution field, an excellent solution or a standard 
meeting all the requirements of both policy as code and policy as object fashions has 
not appeared yet. Our proposition, however, is able to overcome this shortage since it 
provides a conflict detection mechanism which is independent of the complexity of 
the policies. Thereby, it offers a novel conflict detection model fulfilling most of the 
requirements for comprehensive policy-based management. However, our model can 
be extended further, especially in the following areas: 

• Using intelligent and/or mobile [22]  enforcement agents to handle conflicts,  
• Improving E-Code API especially in the issue of PEP inter-communication,  
• Testing how the proposed model meets the requirements of various 

management domains and works in practical applications, 
• Further exploration of the relationships between policies, in relation to 

conflicts between them,  
• Running/Integrating our model within a framework  such as Ponder which has 

already a modality conflict handling mechanism, 
• Then, adding support for modality conflicts,  
• Scalability analysis of E-Codes. 
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Abstract. A non-autonomous chaotic circuit which is suitable for high-
frequency IC realization is presented. Simulation and experimental re-
sults verifying the feasibility of the circuit are given. We have numerically
verified that the bit streams obtained from the stroboscopic Poincaré
map of the system passed the four basic tests of FIPS-140-1 test suite.
We also have verified that the binary data obtained from the hardware
realization of this continuous-time chaotic oscillator in the same way
pass the full NIST random number test suite. Then, in order to increase
the output throughput and the statistical quality of the generated bit
sequences, we propose a TRNG design which uses a dual oscillator ar-
chitecture with the proposed continuous-time chaotic oscillator. Finally
we have experimentally verified that the binary data obtained by this
oscillator sampling technique pass the tests of full NIST random number
test suite for a higher throughput speed. While the throughput data rate
obtained by using continuous-time chaotic oscillator alone is effectively
488 bps, it achieves 830 Kbps for the proposed TRNG design, which uses
the dual oscillator architecture.

1 Introduction

Nowadays, because of the increasing demand of electronic official or financial
transactions and digital signature applications, the need for information secrecy
has raised. In this manner, random number generators (RNGs) which have been
used for only military cryptographic applications in the past got expanding usage
for a typical digital communication equipment.

Almost all cryptographic systems require unpredictable values, therefore
RNG is a fundamental component for cryptographic mechanisms. Generation of
public/private key-pairs for asymmetric algorithms and keys for symmetric and
hybrid crypto systems require random numbers. The one-time pad, challenges,
nonces, padding bytes and blinding values are created by using truly random
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number generators (TRNGs) [1]. Pseudo-random number generators (PRNGs)
generate bits in a deterministic manner. In order to appear to be generated by
a TRNG, the pseudo-random sequences must be seeded from a shorter truly
random sequence [2]. Random numbers are also used during the authentication
procedure between two crypto equipments and initial value randomization of a
crypto module that realizes an algorithm.

Even if RNG design is known, any useful prediction about the output can not
be made. To fulfill the requirements for secrecy of one-time pad, key generation
and any other cryptographic applications, the TRNG must satisfy the following
properties: The output bit stream of the TRNG must pass all the statistical tests
of randomness; the next random bit must be unpredictable; the same output
bit stream of the TRNG must not be able to reproduced [3]. The best way to
generate truly random numbers is to exploit the natural randomness of the real
world by finding a random event that happens regularly [3]. Examples of such
usable event include elapsed time during radioactive decay, thermal and shot
noise, oscillator jitter and the amount of charge of a semiconductor capacitor [2].

There are few IC RNG designs reported in the literature; however fundamen-
tally four different techniques were mentioned for generating random numbers:
amplification of a noise source [4,5] jittered oscillator sampling [1,6,7], discrete-
time chaotic maps [8,9,10] and continuous-time chaotic oscillators [11]. In spite
of fact that, the use of discrete-time chaotic maps in the realization of RNG
is well-known for some time, it was only recently shown that continuous-time
chaotic oscillators can be used to realize TRNGs also. Following up in this di-
rection, we investigated the usefulness of the proposed chaotic oscillator as the
core of a RNG.

Although many chaotic oscillators exist in the literature, only a few of them
are designed concerning high-performance integrated circuit (IC) design issues,
such as low power consumption, high-frequency operation, operation capability
at low voltage levels [12]. In this work, we present a simple non-autonomous
chaotic oscillator, which is suitable for high-performance IC realization.

Initially, we have obtained random data from the stroboscopic Poincaré map
of the proposed chaotic system and numerically verified that the bit streams
generated from the random number generator built around the proposed circuit
pass the four basic random number tests of FIPS-140-1 test suite [13]. Moreover,
we have also experimentally verified that the binary data obtained from the
chaotic circuit pass the tests of NIST full random number test suite [14].

External interference is a major concern in RNG design since interfered
and random signals have comparable levels. To solve this problem in [15], a
TRNG which mixes three of the four mentioned RNG techniques except for
the continuous-time chaos method is proposed. After using the continuous-time
chaotic oscillator alone, we propose a TRNG design which uses a dual oscilla-
tor architecture with the proposed continuous-time chaotic oscillator in order to
increase the output throughput and the statistical quality of the generated bit
sequences. In this design the chaotic oscillator output signal is used to modulate
the frequency of a slower clock. Then, with the rising edge of the chaos-modulated
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slower clock, fast clock is sampled. Finally we have experimentally verified that
the binary data obtained by this oscillator sampling technique pass the tests of
full NIST random number test suite for a higher throughput speed than the one
obtained by using continuous-time chaotic oscillator alone.

2 Proposed Oscillator

The proposed chaotic oscillator is shown in Fig.1. Assuming that the parasitic
capacitances appearing between the collectors of the bipolar transistors and the
ground are denoted by Cp, routine analysis of the circuit yields the following
state equations:

Cv̇1 = −i3
Li̇3 = (v1 − v2)
Cpv̇2 = i3 − ( 1

R + 1
Rp

)v2 + 2
Rp

Vpsgn(sinΩt) + I0tanh(v1/2VT )
(1)

where i3 = iR − iL and vp(t) is the external periodical pulse train defined as
vp(t) = sgn(sinΩt) and VT is the thermal voltage (VT = kT/q), which is equal
to 25.8mV at room temperature.

The chaotic oscillator offers some considerable advantages over the existing
ones. The circuit employs a differential pair to realize the required nonlinearity,
which is the most widely used basic analog building block due to its high IC
performance. The resistors employed in the circuit have very small values, so
they can be effectively realized on IC. Moreover, the proposed chaotic oscillator
is balanced; hence it offers better power supply rejection and noise immunity.
Finally, the external source used to drive the circuit is a periodical pulse train,
which can be very accurately and easily realized using the clock signal already
available on chip.

Fig. 1. Proposed chaotic oscillator
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(a) (b)

Fig. 2. a) Results of the numerical analysis of the system in (2). b) Poincaré map of
the system.

Using the normalized quantities: R0 ≡
√

L/C, x = v1/Vs, y = i3R0/Vs,
z = v2/Vs, c0 = I0R0/Vs, α = R0/Rp, β = R0/R, ω ≡ Ω

√
LC and taking

Vp = 0.5Vs = VT and tn = t/RC, where VS is an arbitrary scaling voltage, the
equations of the system in Eqn. 1 transforms into:

ẋ = −y
ẏ = x − z
εż = y − (α + β)z + αsgn(sinωt) + c0tanh(x)

(2)

The equations above generate chaos for different set of parameters. For example,
the chaotic attractor shown in Fig.2a is obtained from the numerical analysis of
the system with c0 = 25, α = 4, β = 12, ω = 0.27, ε = 0.3 using a 4th-order
Runge-Kutta algorithm with adaptive step size.

3 Random Bit Generation

In [11], in order to obtain random binary data from an autonomous chaotic
system, an interesting technique has been presented, which relies on generating
a non-invertible binary data from the waveform of the given chaotic system. It
should be noted that non-invertibility is a key feature for generating PRNGs [16].

To obtain binary random bits from the proposed chaotic attractor, we ini-
tially used the stroboscopic Poincaré map of the chaotic system of Equation 2.
A Poincaré section in the x − y plane for ωtmod2π = 0, i.e. obtained at the ris-
ing edges of the external periodical pulse signal, is shown in Fig. 2b. Note that
although this 2-dimensional map is invertible, one may obtain a non-invertible
map by considering only the values corresponding to one of the states, say x. We
have generated the binary random data Si from this Poincaré section according
to the Equation 3:

Si = sgn(xi − q) (3)

where sgn(.) is the signum function, xi’s are the values of x at the Poincaré
section and q is an appropriately chosen threshold.
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However, the binary sequence thus obtained is biased. In order to remove
the unknown bias in this sequence, the well-known Von Neumann’s de-skewing
technique [17] is employed. This technique consists of converting the bit pair 01
into the output 0, 10 into the output 1 and of discarding bit pairs 00 and 11.

Using the above procedure, a bit sequence of length 20.000 have been ob-
tained and subjected to the four tests (monobit, poker, runs and long-run) in
the FIPS-140-1 test suite. We have verified that the bit sequence passed these
tests for q = 0.28.

After using stroboscopic Poincaré map of the chaotic system to obtain ran-
dom bits, we propose a TRNG design which uses a dual oscillator architecture
with the proposed chaotic oscillator. In this design, the output of a fast oscil-
lator is sampled on the rising edge of the chaos-modulated slower clock using a
D flip-flop. A voltage-controlled oscillator (VCO) is used to modulate the fre-
quency of the slower clock with the chaotic oscillator output signal. Drift between
the two oscillators provides random bit generation to be more robust. Because
of the nonlinear aliasing phenomenon associated with sampling, the dual oscil-
lator architecture achieves increased output throughput and higher statistical
quality [15].

In [18], it has been reported that in order to obtain an uncorrelated random
bit stream, the modulated slower oscillator period should feature a standard
deviation much greater than the fast oscillator period.

4 Circuit Simulations and Experimental Verification

In order to show the high-frequency operation capability of the proposed chaotic
oscillator, the circuit in Fig. 1 has been simulated using SPICE with the model
parameters of AMS SiGe 0.35μ BiCMOS process. The circuit was biased with
±1.5V power supply. The passive component values were: L = 1μH , C = 1pF ,
R = 250Ω, Rp = 120Ω and the biasing current was I0 = 1.8mA. The ampli-
tude and frequency of the external square signal were 27mV and 43.7MHz,
respectively. The observed phase-space corresponding to i3 versus v1 is shown in
Fig. 3a.

Due to the lack of access to a suitable fabrication facility, we have chosen
to construct the proposed chaotic oscillator circuit using discrete components in
order to show the feasibility of the circuit. The passive component values were:
L = 10mH , C = 10nF , R = 180Ω, Rp = 120Ω and I0 = 1.2mA. In Fig. 1, the
bipolar transistors and the current source denoted by I0, which was realized using
a simple current mirror, were implemented with CA3046 and CA3096 NPN and
PNP transistor arrays. The circuit was biased with a single 5V power supply. The
external signal vp(t) was generated by a square-wave generator, which generates
a signal with an amplitude of 26mV . We have experimentally verified that the
proposed circuit had chaotic motions for the following frequency values of vp(t)
(5.86 KHz, 6.23 KHz, 7.12 KHz, 13.03 KHz, 14.48 KHz, 14.91 KHz, 17.07 KHz,
17.23 KHz, 18.08 KHz) and the frequency of vp(t) was adjusted to 5.86 KHz.
The observed attractor is shown in Fig. 3b.
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(a) (b)

Fig. 3. a) Chaotic attractor from SPICE simulation of the high-frequency circuit. b)
Experimental results of the chaotic oscillator (Xaxis = 150mV , Y axis = 100mV ).

The voltage v1, which corresponds to the variable x, was then converted into
a binary sequence according to the procedure explained in Section 3. In order
to realize this procedure, the circuit shown in Fig. 4 was used. In this circuit,
the comparator was implemented from LM311 chip and the voltage Vq was used
to realize the threshold q in Equation 3. An FPGA based hardware, which has
a PCI interface was designed to upload the binary data to the computer. With
the rising edge of the external periodical pulse train, vp(t) in Fig. 1, output bit
stream of the comparator was sampled and stored in binary format. Also, Von
Neumann processing was implemented in the FPGA. After Von Neumann pro-
cessing, candidate random numbers were uploaded to the computer through the
PCI interface. Maximum data storage frequency of our FPGA based hardware
is 62 Mbps.

A bit stream of length 5.000.000 was acquired for Vq = 85.2mV where distri-
bution density of v1 on rising edge of vp(t) was maximum. The obtained bits were
subjected to full NIST test suite [14]. As seen from the results in the first column
of Table 1, the obtained bit stream failed in some of the tests. Then, to improve
the results, we obtained a second sequence of bits by implementing a counter
inside the FPGA. The output bit stream of the comparator is sampled on the
second rising edges of the external periodical pulse train. Then Von Neumann

Fig. 4. Random number generation using proposed chaotic oscillator alone
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Table 1. Results of the NIST test suite for RNG using proposed chaotic oscillator
alone(RE: rising edge)

STATISTICAL TESTS Each RE 2nd RE 3rd RE
Frequency 0.9902 0.9804 0.9902

Block Frequency 1.0000 1.0000 0.9902
Cumulative Sums 0.9902 0.9755 0.9902

Runs × × 0.9902
Longest Run × × 0.9804

Rank 0.9804 1.0000 0.9804
FFT 1.0000 1.0000 1.0000

Nonperiodic Templates × 0.9794 0.9862
Overlapping Templates 0.9902 0.9608 0.9902

Universal 1.0000 1.0000 1.0000
Apen × × 0.9608

Random Excursions 1.0000 1.0000 1.0000
Random Excursions Variant 1.0000 1.0000 1.0000

Serial 0.9612 0.9804 0.9951
Lempel Ziv 1.0000 1.0000 1.0000

Linear Complexity 0.9902 0.9902 0.9608

Fig. 5. Random number generation using dual oscillator architecture

processing is applied and the results of the sequence thus obtained are shown in
the second column. Finally, a third sequence is obtained in the same manner.
As seen from the last column of Table 1, which corresponds to the pass rates of
this sequence, this binary sequence passed the tests of full NIST random number
test suite. Because of sampling on the third rising edges, throughput data rate
reduces to 1/3 of the external periodical pulse train (5.86KHz/3). As explained
in Section 3, Von Neumann processing generates approximately 1 bit from 4 bits.
As a result the throughput data rate obtained by using continuous-time chaotic
oscillator alone is effectively 488 bps.

After realization of RNG using continuous-time chaotic oscillator alone, we
propose a RNG design which uses dual oscillator architecture with the proposed
chaotic oscillator as shown in Fig. 5. In this circuit, according to the procedure
explained in Section 3, 74HCT4046A VCO is used to implement the modulation
of the slower clock frequency with the voltage v1, which corresponds to the
variable x. Center frequency of the VCO determines the center frequency of the
slower clock and can be adjusted up to 17 MHz for 74HCT4046A.
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In order to remove the biasing of the output bit sequence, fast oscillator
should have a balanced duty cycle. To get a satisfactory result, fast oscillator is
implemented by dividing a low jitter 152MHz crystal oscillator by 8 inside the
FPGA. In this way, we get a 19 MHz fast oscillator that has a guaranteed 50%
duty cycle.

The slow and fast oscillators used in [1] and [18] have center frequency ratios
on the order of 1 : 100. In our design, we experimentally get successful results
from the full NIST test suite when the slower clock frequency is adjusted up
to 830 KHz. Then, 19 MHz fast oscillator is sampled on the rising edge of the
slower clock using a D flip-flop inside the FPGA. High jitter level achieved by
chaos-modulated oscillator is shown in Fig. 6. Measured minimum period 261.042
ns and maximum period 1.428952μs feature a standard deviation much greater
than the fast oscillator period, thus provides uncorrelated random bit stream
out.

Fig. 6. Chaos-modulated oscillator measure

Table 2. Results of the NIST test suite for RNG using dual oscillator architecture

STATISTICAL TESTS /fslow oscillator 790 KHz 830 KHz 905 KHz
Frequency 0.9910 0.9910 0.9791

Block Frequency 0.9970 0.9940 0.9731
Cumulative Sums 0.9955 0.9895 0.9806

Runs 0.9881 0.9821 ×
Longest Run 0.9940 0.9970 0.9731

Rank 0.9881 0.9940 0.9851
FFT 0.9910 1.0000 1.0000

Nonperiodic Templates 0.9883 0.9893 0.9854
Overlapping Templates 0.9851 0.9881 0.9522

Universal 0.9881 0.9910 0.9851
Apen 0.9731 0.9940 0.9612

Random Excursions 0.9941 0.9925 0.9924
Random Excursions Variant 0.9919 0.9902 0.9954

Serial 0.9910 0.9836 0.9835
Lempel Ziv 0.9851 0.9761 0.9821

Linear Complexity 0.9970 0.9940 0.9851
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A bit stream of length 920 MBytes was acquired through the PCI interface
of the FPGA based hardware without Von Neumann processing. The obtained
bits are subjected to full NIST test suite [14]. For different frequency values
of vp(t) from 5.86 KHz to 18.08 KHz, where the proposed oscillator generates
chaos as mentioned in Section 4, we have experimentally verified that the binary
data obtained by this oscillator sampling technique pass the tests of full NIST
test suite. The pass rates of the tests are approximately the same for the given
frequency values of vp(t). The results of the tests are given in Table 2 for three
different frequency values of the slower oscillator when the frequency of vp(t)
and the fast oscillator are 17.07 KHz and 19 MHz, respectively. The slower clock
frequency, which determines the throughput data rate is basically limited by the
frequency of voltage v1 and can be adjusted up to 830 KHz as shown in Table 2.
If a balanced duty cycle can be guaranteed, the fast oscillator frequency should
raise.

Finally we have experimentally verified that the binary data obtained by
this oscillator sampling technique pass the tests of full NIST test suite without
Von Neumann processing for a higher throughput speed while compared with
the TRNG design where the proposed continuous-time chaotic oscillator is used
alone.

5 Conclusions

A novel continuous-time chaotic oscillator suitable for IC realization and two
novel TRNGs based on this oscillator were presented. Numerical and experimen-
tal results presented in this paper not only verify the feasibility of the proposed
circuit, but also encourage its use as the core of a high-performance IC TRNG
as well. In conclusion, we have experimentally verified that, the proposed TRNG
which mixes the continuous-time chaos method with the dual oscillator architec-
ture achieves increased throughput of 830 Kbps while the throughput data rate
obtained by using continuous-time chaotic oscillator alone is effectively 488 bps.
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Abstract. In 1980 M. Hellman presented a cryptanalytic time-memory trade-off 
which reduces computational time by distributing possible key solution space N 
between memory M and time T, by using a pre-computed table, for block ci-
phers. This method was applied to stream ciphers by A. Biryukov and A. 
Shamir with consideration of known output data D. Recently, P. Oechslin de-
scribed a technique which makes an improvement to Hellman’s original idea in 
computational time with introducing the rainbow chain model for block ciphers. 
In this paper, we present the application of the rainbow chain model as a time-
memory trade-off attack for stream ciphers.  

1   Introduction 

As may be known there are two important classes of symmetric crypto systems that 
are block ciphers and stream ciphers. Each technique has different design characteris-
tics and is used for different applications. Block ciphers tend to simultaneously en-
crypt groups of characters of a plaintext message, whereas stream ciphers encrypt 
individual characters of a plaintext message one at a time. Also for block ciphers, 
encryption is done by mixing plaintext with the key in an invertible way. However, 
for stream ciphers plaintext is XOR’ed with a stream sequence, which is produced by 
stream generator initiliazied by the key to realize encryption. So attacks on block 
ciphers may differ from those of the stream ciphers in some points. With respect to 
time-memory trade-off attacks, stream ciphers have different characteristics compared 
to block ciphers. Block ciphers take plaintext and the secret key as input and produce 
ciphertext as output. Since each ciphertext corresponds to a particular plaintext for 
block ciphers, a common pre-computed table, built up for time-memory trade-off 
attack, can not be used for different ciphertext. On the other hand, stream ciphers take 
its state as input and produce stream sequences as output. So state-stream sequence 
pair is independent from any plaintext (considering synchronous stream ciphers) and a 
common pre-computed table could be used for different plaintext blocks to analyze 
corresponding ciphertext blocks.   

In this paper, we describe a new type of time-memory trade-off crytanalytic attack 
for stream ciphers. The attack consists of two parts, which are pre-computational part 
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and realization of the attack. In the first part of the attack, a pre-computed table that 
keeps some possible stream generator states and their corresponding key streams are 
prepared (independent from secret key) by using the encryption algorithm. In the 
second part of the attack, a search is made to find a match between pre-computed 
table and known data. If a match is found, the initial state of stream generator is re-
trieved. For a known initial state, it can be very easy to obtain secret key K. This at-
tack is based on the principle of time-memory tradeoff for block ciphers proposed by 
M. E. Hellman [1] and P. Oechslin [2]. Also the work, describing an improved time-
memory tradeoff attack to stream ciphers, in [3] provided insight to our study.  

In our study, N represents total number of solution space for stream generator in-
ternal state, M represents amount of required memory, T represents required computa-
tional time of the attack, D represents amount of known data available to the attacker 
and P represents the required pre-computational time of the attack. Also in this study, 
it is assumed that the attacker knows the internal structure of the target key stream 
generator.    

This paper is organized as follows: In Section 2, we present some previous work. 
In Section 3, our proposed attack is described. Finally, Section 4 gives the concluding 
remarks of this study.  

2   Previous Work  

The idea of our attack is based on the time memory tradeoff principle of M. E. Hell-
man for block ciphers [1]. Hellman proposed a cryptanalytic time-memory trade-off 
approach which reduces cryptanalysis time by using a pre-computed table stored in 
memory. By defining as M is required amount of memory, T is the operations in time 
and N is possible solutions to search over, it has been showed that if the equation 
mt2=N is satisfied, the attack becomes successful where m and t are the parameters 
denoting number of rows of the pre-computed table and number of operations on the 
starting element of each row respectively, their functionality will be explained later. 
The search space is expressed in terms of M and T as: 

22 NTM = . (1) 

According to [1], if P0 is a given a fixed plaintext and C0  is the corresponding ci-
phertext, the method tries to obtain the encryption key K from the solution space N  
by using the encryption algorithm S. The relation between the plaintext and ciphertext 
is given as: 

)( 00 PSC K= . (2) 

If R is a reduction function which creates a key from a cipher text, then function  
f( ) is defined as: 

])([)( 0PSRKf K= . (3) 

By successively applying the encryption algorithm S and the reduction function R, 
the chains of alternating keys and ciphertexts can be generated. The f( ) function can 
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be regarded as easy to evaluate and to iterate, however it is  difficult to invert it. Hell-
man's principle was choosing a large number of random m start points from N, iterate 
f on each one of them t times and store first and the last elements in a table as shown 
in Fig. 1. The reason of storing only first and the last elements of the iterative chains 
is to save memory, because using the first key of the chain the whole chain can be 
regenerated. The realization of the Hellman’s attack is done as searching a match 
between end points of the pre-computed table and the given f(K) for some unknown 
K. It can be obtained by repeatedly applying  f( ) in the easy forward direction until a 
match occurs with a stored end point, then going to the corresponding start point and 
continuing to iterate f from this starting point. The last point before the match f(K) is 
likely to be the desired key K. In fact, finding a match does not mean that the key is in 
the table. Because the key may be part of a chain which has the same endpoint, it may 
not be in the table which is defined as a false alarm. Since a single table with m start-
ing points and t iterations satisfying mt2=N, covers only a fraction of mt/N=1/t of the 
solution space, in [1] Hellman offered to build up t unrelated tables, each of which has 
m starting points iterated t times, by applying different reduction functions. In this 
case it is highly possible that the attack succeeds, if mt2=N is satisfied. The difference 
of each table stems from using different reduction R functions, so each table uses 
variants of fi( ), as permuting the output bits of f. In other words, for each table the bits 
of f( ) is reordered by corresponding R function, so variants of f( ) function are gener-
ated. Whole pre-computational table system is shown in Fig. 2. Since there are t tables 
and each table has m rows with t operations Hellman’s method requires M = mt as 
memory, T = t2 as computational time and P = N as pre-computational time. 

 

 

Fig. 1. A classic table of Hellman’s attack, size m x t  

P. Oechslin proposed a new method based on Hellman’s time-memory trade-off 
idea for block ciphers [2]. Oechslin showed that instead of using t different tables 
each of which has m starting points iterated t times, a single table can be used to re-
duce number of table look-ups. In this single table, variants of f( ) function are used 
successively for each point in the chain defined as rainbow chain. So each row or 
chain in the table starts with f1( ) and ends with ft ( ) as shown in Fig. 3. The success 
probability of t unrelated tables of size m x t is approximately equal to that of a single 
rainbow table of size mt × t. In both cases, the tables cover mt2 keys with t different 
reduction functions [2]. 
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Fig. 2.  Hellman’s pre-computational table system 

The previous two attacks defined in [1] and [2] are for block ciphers, so amount of 
known plaintext is considered as 1. Because incase of block ciphers, a pre-
computation table can be prepared according to a fixed known plaintext, it can be 
only used for this known plaintext. On the other hand, for stream ciphers a pre-
computational process is independent of plaintext, so different plaintext can be used 
with the same pre-computation table. As a result in [3], (1) is rewritten for stream 
ciphers as:               

222 NTDM = , (4) 

where D is amount of known data for stream ciphers satisfying inequal-
ity NTD ≤≤2 .        

According to [3]; by means of  D information for stream ciphers instead of using t 
different tables as in case of  Hellman’s method, using t/D different pre-computation 
tables is enough for success of the attack. So required memory and computational 
time become respectively as: 

DmtM /=   (5) 
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2tD
D

t
tT ==  . (6) 

Pre-computational time of the attack is P = N /D. 
Also in [4] and [5] a different time-memory trade-off attack is presented for stream 

ciphers. In [4] J.Golic showed that using time-memory tradeoff attack, solution space 
N can be distributed between time T and memory M, where the inequality NTM ≥  
and DT ≤≤1  must be satisfied for success of attack. Actually, this approach is better 
than Hellman’s 22 NTM = . However in case of large solution space, according to 
inequalities above, this method requires unrealistic amount of known data with re-
garding feasible memory M.   

The work in [2] and [3] provided insight to our study and our attack is mainly 
based on Hellman’s time-memory trade-off principle.  
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Fig. 3. A single rainbow chain 

3   Proposed Attack 

For stream generators; states are usually uniquely defined by the first log2(N)  bits of 
their output sequence (key stream sequence), if the internal structure of the key stream 
generators are known. So with a great probability only first log2(N) bits of  key stream 
sequences will be enough to find the internal state of the stream generator. Amount of 
known data, D, can be regarded as amount of known log2(N) successive output bits in 
the key stream sequence. 

If the length of the known key stream sequence is n, this sequence provides          
(n-log2(N)+1)  successive log2(N)-bit blocks. So amount of known data D becomes as: 

1)(log2 +−= NnD  . (7) 

Our attack consists of two parts which are pre-computation part and realization of 
the attack. In the first part, a single pre-computation table will be formed rather than 
t/D different pre-computation tables proposed by [3] for stream ciphers. This table has 
mt rows with two columns and covers N/D keys as in [3].  

Preparation of the table follows the procedure as: Firstly a random sample of mt 
different log2(N)-bit blocks which are candidates for internal states of the stream gen-
erator are chosen from the solution space N as  SP1, SP2, .....,  SPmt.  Then each SPi

  

enters  random  functions fj( )’s as; firstly function f1( ), after f2( ) is applied to result 
then f3( ) and this process goes on until ft/D( ) is applied. So totally t/D operations are 
made to the first element of each row.  This procedure is shown in Fig. 4. Notice that, 
for each row a rainbow chain is generated. Then only SPi and corresponding EPi are 
stored in the table as SPi - EPi pairs, sorted into increasing endpoint order, to use 
memory efficiently. This is not a problem because internal states Xij can be reached by 
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repeatedly applying  fj( ) in the correct order beginning with corresponding SPi. The 
points in each chain can be defined as below:  

Let Xi0 = SPi, 

Xij= fj (Xij-1)  ,  1  j  t (8) 

and fj (Xij-1) is the random function that works as expressed below: 
   

-  It accepts Xij-1 as initial state of stream generator.   
-  Then log2(N) bits of  stream sequence are produced according to encryption algo-

rithm of the stream generator. 
-  Finally, it takes log2(N) bits of the produced sequence in the order depending on 

reduction function R (permutation function for our case) which is unique for fj ( ) and 
gives Xij as output. 

 

Fig. 4. Pre-computed table of the attack 

R determines in which order the produced bits is settled. Therefore each different R 
function generates a variant of f ( ). fj ( )  can be seen as below, where C is produced 
log2(N) bits output by stream generator. 

[ Xij-1 ⎯⎯⎯⎯⎯ →⎯ GeneratorStream Cj ⎯⎯ →⎯ )C( jR Xij ] = [ Xij-1 ⎯⎯⎯ →⎯ − )( 1jij Xf
 Xij ] 

The realization of the proposed attack can be described in following steps. Since a 
n bit key stream sequence provides (n-log2(N)+1) successive log2(N)-bit blocks, ini-
tially these log2(N) bit blocks are taken. Next, Rt/D function, which is permutation 
function of  ft/D ( ) is applied to each block. Then a search is made between this result 
and last column of the table (with EPi’s) to find whether a match occurs or not. If a 
match occurs between, for example, a log2(N)-bit stream block and EPi, then corre-
sponding SPi

 is found from the table and by repeatedly applying f ( )’s beginning with 
f1 ( )and ending with ft/D -1 ( ), the result will be internal state of stream generator with a 
great probability. If a match does not occur, then firstly Rt/D -1 function and next ft/D ( ) 
function is applied to the block. The result is then searched as in the previous case. If 
now a match occurs with any element of the last column of the table, corresponding 
SPi

 is found and internal state of the stream generator is obtained by repeatedly apply-
ing f ( ) beginning with f1 ( ) and ending with  ft/D -2 ( ). This process can be repeated at 
most t/D times with each log2(N) bit block until a match occurs.  
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The retrieval of the key given the internal state can be easily realized by running 
the generator backwards. If the goal of the attacker is not to find secret key K, he can 
run the generator forwards, produce all the later pseudo random bits and obtain rest of 
the plaintext (unknown part of the plaintext).        

The memory and time requirements of this attack can be determined as follows: 
Since there is a single table with mt rows, the required words of memory is:  

mtM = . (9) 

Also there are D samples from known key stream, and at most 
2

)1( +
D

t

D

t

 opera-

tions are applied to each sample, so the required time is:  

D

t
DD

t

D

t

T
22

)1( 2

≈
+

=  . (10) 

Pre-computational time of the attack is P = N /D.  
In fact, P. Oechslin has shown that his method, which is based on rainbow chain 

model, is about 7 times better than classical method with respect to the required com-
putational time, although a factor of two is explained theoretically. The reason is that 
there are more false alarms in classical method than in method of [2]. In Hellman’s 
classical time-memory trade-off idea, there is a chance that chains in the same table 
starting at different points can collide and merge, since the function R is an arbitrary 
modification of space of key streams into the space of internal states of the stream 
generator. In the same table, each merge decreases the number of distinct internal 
states actually included in the table. In our attack the rainbow chain model is used, so 
there is no chance of merge of two collided chains unless collision appears at the 
same position in both chains. Since function R changes for each point in the chain, in 
case of collision in different points in two chains, collided points will produce differ-
ent next states and so merge does not occur. Also a rainbow table is searched from the 
amount of calculation increases quadratically from 1 to about t2/2, however in classi-
cal tables amount of calculation increases linearly to t2. So if the key is found early, 
the gain may thus be much higher [2]. These extra gains mentioned above can result 
in a factor of about 2 and (10) can change as given below: 

D

t
T

4

2

≈  . (11) 

The chosen m and t must satisfy the equation below for success of the attack. 

Nmt =2 . (12) 

The trade-off formula of our attack is:  

444
)(

2422
22 Ntm

D
D

t
mtTDM ==≈  . (13) 

For example, if N=260, available data D=227 and t = 229 is chosen, from (12)           
m = 22 is found. Using (9) required memory is 312=M  words of memory, the required 
computational time using (11) is 292=T  and tD ≤  is satisfied. Required time and 
memory multiplication is, MT = 260. 
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If solution space N and available data D are high and available memory to the at-
tacker is low, then a trade-off between time and memory can be done. To realize this 
job, in preparation of the pre-computation table, number of operations in each rain-
bow chain is increased and number of samples chosen from solution space is de-

creased. For example instead of choosing mt samples from the solution space, 
5.0D

mt
 

samples can be chosen and instead of making t/D operations for each row in the table, 

5.0D

t
operations can be done. In this case table also covers N/D keys as in the original 

method, however values of T and M change. Now there are 
5.0D

mt  rows so 
5.0D

mt
M =  

and 
5.0D

t
operations for each row so 

22

)1( 25.05.0 t
DD

t

D

t

T ≈
+

= . Regarding extra gain 

mentioned previously T becomes 
4

2t
T ≈ . Now lets suppose our solution space N=290   

and available data D=238, tD ≤5.0 . If   t = 233 is chosen, from (12) m = 224 is found. In 
this case required memory is M=238 words of memory, the required computational 
time is  T=264 .  

In our attack, according to (9) and (11), required time and memory multiplication 
is DmtMT 4/3≈ . On the other hand according to [3], DmtMT /3= , so our method 
seems about 4 times better with respect to the multiplication of required memory and 
computational time for the same m, t and D values. Also, the required computational 
time is reduced from 2tT =  as presented in [3], to  DtT 4/2≈  for the same t and D 
values. In other words, required computational time becomes 4D less than the compu-
tational time in [3] for the same chosen t and available known data D. However, when 
we compare the tradeoff formulas (4) and (13), one can see that (4) is better than (13). 
The reason is obvious; for the same fixed amount of known data and for the same 
amount of computational time T, memory requirements of our attack become greater 
compared to those of [3], or  for the same  fixed amount of known data and for the 
same amount of available memory M, computational requirements of our attack be-
come greater. So for the fixed parameters considering the time-memory-data trade-off 
formulas, our method is not as good as the attack in [3]. 

4   Conclusions 

We have proposed a new way of building up pre-computed table for attack on stream 
ciphers, mainly based on Hellman’s cryptanalytic time-memory tradeoff. The re-
quirements of the attack are M = mt as memory and T = t2/4D as computational time. 
Also the trade-off formula of the attack is M2TD = N2/4. Regarding the amount of 
solution space of the stream generator, available memory and available known data, 
the attacker can change number of operations in each row and number of samples 
inversely with covering N/D keys in the pre-computation table. 
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Abstract. Due to the increase in unauthorized access and stealing of internet re-
sources, internet security has become a very significant issue. Network anoma-
lies in particular can cause many potential problems, but it is difficult to discern 
these from normal traffic. In this paper, we focus on a Support Vector Machine 
(SVM) and a genetic algorithm to detect network anomalous attacks. We first 
use a genetic algorithm (GA) for choosing proper fields of traffic packets for 
analysis. Only the selected fields are used, and a time delay processing is ap-
plied to SVM for considering temporal relationships among packets. In order to 
verify our approach, we tested our proposal with the datasets of MIT Lincoln 
Lab, and then analyzed its performance. Our SVM approach with selected fields 
showed excellent performance. 

1   Introduction 

Most network attacks can be detected by state-of-the-art signature based Network 
Intrusion Detection System (NIDS). However, because some network attacks exhibit 
anomalous behavior, it is difficult to detect them. Some of the best solutions have 
applied machine learning algorithms [1-5]. Machine learning methods have the ad-
vantages of preparing for novel attacks and unknown attacks, but they have the prob-
lems of high false positive rates and high performance requirements. Moreover, find-
ing appropriate features among various candidates is not easy.  

Thus, in this paper, we use Genetic Algorithm (GA) for choosing network packet 
features, and Support Vector Machine (SVM) as the machine learning algorithm for 
classification. Especially, in our SVM approach, we use a time delay preprocessing 
method for finding temporal relationships between packets because a typical SVM 
doesn’t receive the time variation between their inputs. In the next section we briefly 
review the related works of GA and SVM. In sections 3 and 4, we present our pro-
posed method using GA for proper field selection and SVM learning methods with 
both soft margin SVM and one-class SVM. In section 5, we explain experimental 
methods including time delay preprocessing and resultant analysis. Finally, in  
section 6, we conclude with future works. 
                                                           
∗ This work was supported by the Ministry of Information Communications, Korea, under the 

Information Technology Research Center Support Program supervised by the IITA. 
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2   Related Works 

Genetic Algorithms were first developed by John Holland in the 1960s as an abstrac-
tion of biological evolution, rather than as a tool to solve a specific problem [6]. One 
of the aims of GA is to find an optimal solution. Most research about GA is about 
selecting the best parameters given a particular problem domain. A number of ap-
proaches to parameter selection have been proposed in the literature [7-9]. Yang and 
Honavar [10] classify many existing approaches into three groups: exhaustive search, 
heuristic search, and randomized search. Moreover, for gene expression data with 
thousands of features Manfred and Martin Schultz [11] proposed feature selection 
methods such as decision trees, k-nearest neighborhood, and support vector machine.  

Support vector machines (SVMs) are basically a set of related supervised learning 
methods, applicable to both classification and regression. The basic classification 
SVM creates a maximum-margin hyperplane between classes in a transformed input 
space. The use of the maximum-margin hyperplane is inspired by Vapnik Chervonenk 
[12], which provides a probabilistic test error bound which is minimized when the 
margin is maximized. The original optimal hyperplane algorithm proposed by Vladi-
mir Vapnik in 1963 was a linear classifier [13-15]. SVM has been successfully ap-
plied to a number of pattern recognition applications involving face detection, verifi-
cation, and recognition, recognition of handwritten digits and character recognition, 
and so on [16]. Lately, SVM has also been applied to the field of information security. 
In [17-19], various SVM were applied to intrusion detection. One-class SVM and 
Robust SVM approach were introduced in [17-18]. Also, SVM was compared to a 
variety of neural network approaches [19].  

3   Choosing Fields in TCP/IP Header with Genetic Algorithm 

GA is a model to implement the behavior of the evolution process in nature. Initial 
populations in the genetic process are randomly created. GA then uses three operators 
to produce a next generation from the current generation: reproduction, crossover, and 
mutation. The reproduction operator selects from the current generation of chromo-
somes those that are superior to the other chromosomes. The selection uses a prob-
abilistic survival of the fittest mechanism based on a problem-specific evaluation of 
the chromosomes. The crossover operator then allows the introduction of new chro-
mosomes into the population of potential solutions by randomly combining pairs of 
randomly selected existing chromosomes. Finally, the mutation operator allows the 
random mutation of existing chromosomes so that new chromosomes may contain 
parts not found in any existing chromosomes. This whole process is repeated, moving 
from one generation to the next, until a good individual is found. When the process 
terminates, the best chromosome among the population of the final generation is the 
solution. 

To apply the genetic process to our problem domain, we have to make decisions 
regarding the following 3-steps: individual gene presentation and initialization, 
evaluation function, and genetic operators and their parameters. In the first step, we 
present our objects (TCP/IP packets) as binary gene strings. We convert each TCP 
and IP header field into a bit binary gene value, 0 or 1. So, initial individuals consist 
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of a set of randomly generated 24 bit strings including 13 bits of IP fields and 11 bits 
of TCP fields.  It is important that our total number of individuals have a proper popu-
lation size. For a population size, if the population size is too small, all gene chromo-
somes soon converge to the same gene string value and the genetic model cannot 
generate new individuals. In contrast, if the population size is too large, the model 
spends too much time calculating new gene strings which affects the generation of 
new gene strings.  

The second step is to make our fitness function for evaluating individuals. The fit-
ness function consists of an object function and its transformation function.  

)1())(()( XfgXF =
 

In equation (1), the objective function’s values are converted into a measure of rela-
tive fitness by fitness function, F(x), with transformation function g(x). To make our 
own objective function, we first analyzed anomaly attacks from MIT IST dataset [20] 
and then we apply each field used in the attack to the coefficients of a polynomial 
equation with coefficients.   

)2()...())(( 1122 xaxaxaxXf ii +++=  
 

where 12 ,,...... xxxi  mean TCP/IP header fields, and their coefficients means the 

frequency of being used in attacks.  
While the proposed objective function (2) calculates the relative fitness, the fitness 

function of (1) has rank based operation. Rank-based operations helps overcomes the 
scaling problems of the proportional fitness assignment. Last step for genetic model-
ing is to decide genetic operators and their related parameters. As for the reproduction 
operator, a roulette wheel method selects individuals by means of n roulette "starts.” 
The roulette wheel contains one sector per each member of the population. Reproduc-
tion probability means that current individuals can be selected in again in next genera-
tion, so a high probability means more former gene strings are inherited by the next 
generation. In crossover operations, one crossover point is predetermined, so that the 
binary string of a new chromosome consists of two parts; one from the beginning of 
the chromosome to the crossover point of the first parent, and the rest from the other 
parent. A low crossover probability prevents convergence to an optimized solution  
because it reduces the opportunities for crossover between individuals. Conversely, if 
the probability is too high, it increases the possibility which can destroy the best solu-
tion by exchanging genes too frequently. For the mutation operator, if we use a gen-
eral discrete mutation operator and the mutation probability is too small, new charac-
teristics will be accepted too late. If the probability is too high, new mutated genera-
tions cannot have a close relationship with former generations.  

4   Support Vector Machines for Classification 

In this section, we introduce two SVM classification approaches. Soft margin SVM is 
a typical supervised learning algorithm as a binary classifier. Soft margin SVM has 
two important variables C and ξ . Through these variables, soft margin SVM can 

solve non-separable problems. SVM algorithm can be also adapted into an unsuper-
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vised learning algorithm called one-class SVM which identifies outliers amongst 
positive examples and uses them as negative examples. 

4.1   Soft Margin SVM (Supervised SVM) 

SVM is a standard supervised learning algorithm with two class classifiers. This SVM 
classifier has slack variable and penalty function for solving non-separable problems. 

First, we are given a set of points liRx d
i K1, =∈  where each point ix  belongs to 

either of two classes with the label }1,1{−∈iy . Suppose a (separating) hyper plane 
0=+ bi

T xw  separates the positive from the negative examples. That is, all the train-
ing examples satisfy:   
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w is an adjustable weight vector, ix  is an input vector and b  is the bias term.  

Equivalently:     
                 )4(1 allfor ,1)( Niby i
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Fig. 1. Separable hyper plane between two datasets 
 

In this case, we say the set is linearly separable. In figure 1, the distance between the 

hyperplane and )(xf  is ||||

1

w . The margin of the separating hyper plane is defined to 

be ||||

2

w . The learning problem is hence reformulated as: minimize www T=2  subject 

to the constraints of linear separability (5). This is equivalent to maximizing the dis-
tance of the hyperplane between the two classes; this maximum distance is called the 
support vector. The optimization is now a convex quadratic programming problem.  
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This problem has a global optimum because 
2

2

1
)( ww =Φ  is convex in w and the 

constraints are linear in w and b. This has the advantage that parameters in a QP 
solver will affect only the training time, and not the quality of the solution. This prob-
lem is tractable but in order to proceed to the non-separable and non-linear cases it is 
useful to consider the dual problem as outlined below. The Lagrange for this problem 
is  
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where T

l ),,( 1 λλ K=Λ  are the Lagrange multipliers, one for each data point.  The solu-
tion to this quadratic programming problem is given by maximizing L with respect to 

0≥Λ  and minimizing with respect to b,w . Note that the Lagrange multipliers are 

only non-zero when 1)( =+ by i
T

i xw . Vectors for which this is the case are called sup-
port vectors since they lie closest to the separating hyperplane. However, in the non-
separable case, forcing zero training error will lead to poor generalization. To take 
into account the fact that some data points may be misclassified we introduce c-SVM 
using a vector of slack variables T

l ),,( 1 ξξ K=Ξ  that measure the amount of violation 
of the constraints (7). The problem can then be written 
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where C  is a regularization parameter that controls the trade-off between maximiz-
ing the margin and minimizing the training error. If C  is too small, insufficient stress 
will be placed on fitting the training data. If C  is too large then the algorithm will 
overfit the dataset.  

4.2   One-Class SVM (Unsupervised SVM) 

SVM algorithm can be also adapted into an unsupervised learning algorithm called 
one-class SVM that identifies outliers amongst positive examples and uses them as 
negative examples. In anomaly detection, if we consider anomalies as outliers, one-
class SVM approach can be applied to detect anomalous packets. 

Figure 2 shows the relation between a hyperplane of one-class SVM and outliers. 
Suppose that a dataset has a probability distribution P in the feature space and we 

want to estimate a subset S of the feature space such that the probability that a test 
point drawn from P lies outside of S is bounded by some a priori specified value 

)1,0(∈ν . The solution of this problem is obtained by estimating a function f  

which is a positive function. f  takes the value of +1 in a small region where most of 

the data lies, and -1 elsewhere.     
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Fig. 2. One-class SVM; the origin means the only original member of second class. 

The main idea is that the algorithm maps the data into a feature space H using an 
appropriate kernel function, and then attempts to find the hyperplane that separates 
the mapped vectors from the origin with the maximum margin. Given a training data-
set }1{),(),...,,( 1111 ±×ℜ∈ Nyxyx , let HN →ℜΦ :  be a kernel map 
which transforms the training examples into the feature space H. Then, to separate the 
dataset from the origin, we need to solve the following quadratic programming  
problem:     
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where )1,0(∈ν  is a parameter that controls the trade off between maximizing the 

distance from the origin and containing most of the data in the region related by the 
hyperplane and corresponds to the ratio of “outliers” in the training dataset. Then the 
decision function   

)))(sgn(()( ρ−+Φ⋅= bxwxf  (10) 

will be positive for most examples xi contained in the training set.  

5   Experiments 

In these experiments, we used the dataset of the Information Systems Technology 
Group (IST) of MIT Lincoln Laboratory. The IST of MIT Lincoln Laboratory, under 
Defense Advanced Research Projects Agency (DARPA) and Air Force Research 
Laboratory (AFRL) sponsorship, has collected and distributed the first standard cor-
pora for evaluation of computer network intrusion detection systems [20]. In the case 
of the normal dataset, the attack-free datasets of the first and third week were used. In 
the case of the abnormal dataset, we used 212 attacks of the MIT dataset.  
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5.1   Time Delay Preprocessing  

In our proposed approaches, the fields pre-designated by GA are used as SVM input 
data. In this processing, time variation between packets is not considered because SVM 
cannot provide the temporal relationship of their inputs. However, if we can pick out 
relationships among the sequences of network packets, the knowledge can deeply 
influence the performance of SVM learning. In order to consider the relationships 
between packets, we used the concept of a sliding window in accordance with the IP 
identification number used during data preprocessing. Each packet will be classified by 
an IP identification number in the same connection. Moreover, packets with the same 
IP identification number are rearranged by the size of the sliding window. 

In figure 3, Case 1 shows that each packet is preprocessed by their arrival  
sequence. In contrast, Case 2 means that each packet is rearranged by their ID number 
regardless of their original flow. In this example, the size of the receiving window is 4.  

 
Fig. 3. The Time Delay Preprocessing based on the Packet flow 

5.2   Experiment Results of GA Field Selection  

Setup parameters of our evolutionary process were set to the typical values mentioned 
in the literature [21]. The number of Population is 100, the reproduction rate is 0.600, 
the crossover rate is 0.500, and the mutation rate is 0.001. Moreover, the preliminary 
test for deciding the optimized generation was ran on soft margin SVM with the 
attack-free data of the 1st week as a normal dataset, and the fragmentation/offset 
attacks, TCP and IP DoS attacks, forged packets and covert channel attacks, and Scan 
attacks as an abnormal dataset. After using soft margin SVM learning algorithm, we 
knew the final generation of the preliminary test was well-selected. The 91-100 
generation showed the best correction rate. Moreover, less fields does not always 
guarantee a better correction rate. Results are described in Table 1. 

5.3   Experimental Results of SVM Approaches  

In this resultant analysis, two SVMs were tested as follows: soft margin SVM as a 
supervised method and one-class SVM as an unsupervised method. The dataset used 
by our SVM learning was the preprocessed fields selected by the GA process. The 
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Table 1. GA Fields Selection Results 

*CR:Correction Rate(%), FP: False Positive(%), FN: False Negative(%) 

Table 2. The Performance evaluation using GA schemes 

Performance Measures 
Correction Rate 

 (%) 
False Positive  

(%) 
False Negative 

 (%) 
Genetic Algorithm GA No GA GA No GA GA No GA 

No Sliding 90.1 85.6 7.8 10.4 2.1 4.0 Temporal 
Relation Sliding 71.3 67.4 20.1 25.6 8.6 7.0 

Table 3. The Experimental Results of SVM Approaches using GA and Time Delay 
Preprocessing 

 

verification of two SVM supplement schemes is described in Table 2. We first ex-
perimented with time variation to confirm the usefulness of considering temporal 
sequences. In this experiment, we fixed the kernel function of SVM as an inner prod-
uct function; the function is one of the most popular kernel functions. The experimen-
tal result with packet sliding shows a correction rate of over 20% in comparison with 
the no sliding case, so we performed the experiments with packet sliding again ac-
cording to the kind of kernel function. Among the kernel functions, the RBF kernel 
has the most efficient detection rate. Especially when we focus on the suitability of 
using a genetic algorithm, it shows better performance in all cases with a variety of 
conditional parameters. The average correction rate of all schemes using GA was 
95.0% and the average of other cases was 89.6%. 

Our SVM approach results with GA and Time Delay Preprocessing are summa-
rized in the following Table 3. Among the experiments, soft margin SVM using RBF 
showed the best performance (Correction rate: 98.55%). However, when we consider 
that soft margin SVM depends on the pre-existed knowledge, this result is not surpris-

Gen-
eration 

No. of 
Field 

No of Selected Fields CR FP FN 

01-15 19 2,5,6,7,8,9,10,11,12,13,14,15,16,17,19,21,22,23,24 96.68 1.79 7.00 
16-30 15 2,5,6,7,8,9,10,11,12,16,17,20,21,23,24 95.00 0.17 16.66 
31-45 15 2,5,6,7,8,9,10,11,12,16,17,20,21,23,24 95.00 0.17 16.66 
46-60 18 1,2,5,6,7,8,9,10,11,12,13,14,17,19,20,22,23,24 95.12 0.00 16.66 
61-75 17 2,5,6,7,8,9,10,11,12,13,14,15,16,17,19,20,21 73.17 0.00 91.60 
76-90 17 2,5,6,7,8,9,10,11,12,13,14,15,16,17,19,20,21 73.17 0.00 91.60 
91-100 15 3,5,6,7,9,12,13,16,17,18,19,21,22,23,24 97.56 0.00 8.33 

 Kernels CR FP FN 
Inner Product 90.13 10.55 4.36 
Polynomial 91.10 5.00 10.45 

RBF 98.65 2.55 11.09 
Soft Margin 

SVM 
Sigmoid 95.03 3.90 12.73 

Inner Product 53.41 48.00 36.00 
Polynomial 54.06 45.00 46.00 

RBF 94.65 20.45 44.00 
One-Class 

SVM 
Sigmoid - - - 
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ing. In the case of one-class SVM, the RBF kernel provided the best performance, 
however, the false positive rate and false negative rate were high. Moreover, we could 
not obtain results from one-class SVM using sigmoid kernel because of overfitting. If 
we can adjust the high false rate of one-class SVM or combine the two approaches, 
we could provide the best performance for classifying anomalous traffic. Finally, in 
this experiment, we used SVMlight [22] for soft margin SVM and Libsvm [23] for 
one-class SVM.  

6   Conclusion and Future Works 

Genetic algorithms for feature selection and support vector machines for pattern clas-
sification are being used more extensively in the network security area because they 
are known as the best solutions for selecting appropriate values and performing binary 
classification. Our approach employed a genetic algorithm for selecting proper 
TCP/IP packet fields to be applied to support vector learning to distinguish anomaly 
attacks from normal packets. Moreover, time delay preprocessing based on packet 
flow was proposed. We also evaluated our proposed methods over normal behavior 
data from MIT Lincoln Lab and considered many different parameters such as SVM 
kernel functions and its parameters. Experiment results showed that our proposed GA 
and Time Delay Preprocessing were reasonable for feature selection, specifically 
appropriate TCP/IP header fields. Moreover, the two approaches using supervised and 
unsupervised SVM provide a high correction rate, but high false positive alarms of 
one-class SVM has to be dealt with if we apply our approaches to a real environment. 
Thus, future work will involve defining more realistic normal behavior and modifying 
SVM classifiers for decreasing high false positive rates.  
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Abstract. This paper examines Access Control Lists (ACLs) that are used pri-
marily in IP routers for providing network admission control and maintaining a 
certain level of Quality of Service. We present a method for modeling ACLs 
and firewall rules in various systems that use the same logic for their operation. 
Besides, we analyze the performance impact of ACLs on the packet forwarding 
capability of a router with discrete-time QBD processes. 

1   Introduction 

Nowadays, Internet usage is progressing at a great pace. More and more people be-
come potential users and require faster connections. Security has also become an 
important issue in business and home networks, as well. As a result, such devices 
must be designed and created, which allow us to build and maintain a more secure 
network. Their operation must also be optimized. In this work a method is proposed 
for modeling Access Control Lists (ACLs) used in routers, which can maintain the 
operation of large networks in a scalable way [1]. The aim of this work is to introduce 
a methodology to predict performance of existing systems, rather than to give a feed-
back to router hardware or software designers. The models introduced in the follow-
ing represent traditional ACL schemes found mainly in conventional hardware based 
routers. However, our QBD models readily accommodate some of the more sophisti-
cated schemes as well. In the next section, we give a short introduction to the basics 
of Access Control Lists, their operation and purposes. After that, we present our mod-
els, discrete-time Quasi Birth-Death processes (QBDs). We decided to use the 
mathematical formalism included and build a QBD model of ACLs because QBD 
processes are well supported both theoretically and with tools supporting evaluation 
also. At the end of the paper performance indicators that can be derived from these 
models will be shown, and finally we summarize our results. 

2   The Application of Access Control Lists 

Today it is an important security issue to control or restrict TCP/IP access in IP net-
works. To achieve the needed control over IP traffic and to prohibit unauthorized 
access, ACLs are a common solution in firewall routers, border routers and in any 
intermediate router that needs to filter traffic. 
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ACLs are basically criteria organized into a set of sequential conditions. Each line 
of such a list can permit or deny specific IP addresses or upper-layer protocols. In-
coming or outgoing traffic flows can be classified and managed by a router using 
ACLs. There are two basic types of ACLs: standard and extended.  

With standard IP access lists, a router is capable of filtering the traffic based on 
source addresses only. Extended access lists, on the other hand, offer more sophisti-
cated methods for access control by allowing filtering based not only on source ad-
dresses, but also on destination addresses and other protocol properties [2].   

In many cases ACLs are used for allocating the resources needed by a user at a 
given time of a day, or for rerouting the traffic automatically according to the varying 
access rates provided by Internet Service Providers (ISPs). Service Level Agreements 
(SLAs), negotiated in advance, can be satisfied, as well, if time ranges are also speci-
fied in an access list. However, time-based ACLs are not taken into consideration in 
this paper.  

ACLs can be applied on one or more interfaces of the router and in both directions, 
but they work differently depending on which direction they are applied. When ap-
plied on outgoing interfaces, every received packet must be processed and switched 
by the router to the proper outgoing interface before checking against the appropriate 
list. And in case the rules defined in the list discard the packet, this results in a waste 
of processing power.  

An application area for access lists is called session filtering. The main purpose of 
session filtering is to prevent (possibly malicious users on) outside hosts connecting 
to hosts inside, while still allowing users inside the protected network to establish 
connections to the outside world [3]. 

Although conventional ACLs are relatively static, dynamic access lists exist to al-
low the rules to be changed for a short period of time, but require additional authenti-
cation processes. In this case, exceptions are granted for the user (possibly with a 
higher privilege level) to access additional network elements. The current work does 
not consider these types of ACLs [4]. 

When an ACL is applied on a router’s interface, the router is forced to check every 
packet sent or received on that interface depending on the type of the ACL (in or out). 
This can seriously affect the packet forwarding performance. 

3   The Quasi Birth-Death Process Model 

According to section 2, the behavior of ACLs can be modeled with a two-dimensional 
process. On one hand the model must describe the packet arrival, the buffering and 
serving functionalities, and on the other hand the elementary steps of ACL examina-
tion and the decision process must be described. In order to satisfy these requirements 
we use quasi birth-death processes to model ACLs. 

In order to become acquainted with quasi birth-death processes let us consider 
processes N(t) and J(t), where {N(t), J(t)} is a DTMC (Discrete-Time Markov Chain). 
The two processes have the following meaning: N(t) is the level process and J(t) is the 
phase process. {N(t), J(t)} is a QBD if the transitions between levels are restricted to 
one level up or down, or inside the actual level. The structure of the transition prob-
ability matrix of a simple QBD is the following [5]: 
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Matrix A0 describes the arrivals (transitions one level up), matrix A1 describes tran-
sitions inside each level and matrix A2 describes departures (transitions one level 
down). The matrix A1

* is an irregular transition matrix at level 0, A0
*describes transi-

tions one level upwards and A2
* one level downwards. The row sum of P is equal to 1 

(discrete-time model). 

4   The QBD Model of ACLs 

In our models the time-axis is divided into timeslots. The elementary timeslot (dt) is 
equal to the estimated duration of one single access list entry check (exactly one 
phase transition within a given level of the QBD). Thus dt is an input parameter of our 
models and can be predicted experimentally by means of measurements. As our cur-
rent model does not incorporate the effect of incoming and outgoing interfaces it 
sufficient to set one global elementary timeslot. 

We describe the packet arrival as a Poisson distributed process. Accordingly, the 
probability that i packets arrive in a timeslot is  

dt
i

e
i

dt ⋅−⋅⋅ λλ
!

)(
, ,...2,1,0=i  and 1<<⋅ dtλ .   (2) 

We assume that at most one packet arrival is possible in a timeslot, since the prob-
ability of more than one packet arriving in a selected timeslot is negligible. After an 
arrival the node maintaining the ACL immediately starts processing the packet.  

In our behavior model the transitions inside a given level of the QBD process de-
scribe the functionality of the access control list of the router. The intra-level transi-
tions represent the packet-matching mechanisms and can be described with a phase 
type process [5], [6]. A PH-type process has a designated state, called the drain. 
 

 
Fig. 1. A general PH-type renewal process 
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In Figure 1, matrix T describes transitions before entering into the drain and vector t 
contains the probabilities of the process entering the drain. With our model it is possi-
ble to model the original ACL conception as well as grouped lists, quick search algo-
rithms, hashes and other ACL implementations. In this paper we present the model for 
the original sequential access control lists. Matrix T and vectors t and  can be seen on 
(3), (4), (5), independently from the general PH-type process depicted in Figure 1. 
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[ ]0..01=α  .     (5) 
 

The initial phase distribution (5) has the simple meaning, when a new packet ar-
rives it is checked against the first list entry with probability of 1. 

According to (3) and (4), 1-pi is the probability of the examined packet matching 
rule number i in the access control list, so thus the PH-type process enters the drain 
meaning that we have a departure. To be precise, a departure in our models physically 
means that the examined packet is handed over to the routing process (or to the outgo-
ing interface) and will be forwarded or is simply dropped by the router depending on 
the meaning of rule number i in the ACL. The routing process itself, and the routing 
table lookup is out of the scope of our models. 

At first, we describe ACLs with an infinite QBD model for approximation. The 
transition matrix in this case is constructed according to (1), where the building 
blocks are the following: 

 

TDA ⊗= 10  ; αtDTDA ⊗+⊗= 101  ;  αtDA ⊗= 02  . (6,7,8) 

0
*
1 DA =  ;  α⊗= 1

*
0 DA  ;   tDA ⊗= 0

*
2  . (9,10,11) 

 

We describe the packet arrival with a Markov Arrival Process (MAP), where ma-
trix D0 describes phase transitions without arrival and matrix D1 describes phase tran-
sitions with exactly one arrival. The ⊗  denotes the Kronecker product. The values of 
D0 and D1 can be calculated from the arrival intensity. 

)1(0 dtD ⋅−= λ  ; )(1 dtD ⋅= λ     (12) 
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As the arrival processes in our models are discrete Poisson processes with parame-
ter , the matrices D0 and D1 are scalars (12). 

We build the QBD depicted in Figure 2 using this mathematical formalism. Each 
time a packet finished its service time we have a transition to the first phase, one level 
back, as the router starts matching the next packet against the first rule in the list (this  
 

 
Fig. 2. The infinite QBD representing the logical behavior of ACLs 

 

Fig. 3. The last level of the finite QBD model 
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behavior is described by the initial phase distribution vector ). Level 0 is irregular 
since we have no packets in the router waiting for service, thus no phase transitions. 

Furthermore, parameter N is equal to the total number of access control list entries, 
which ranges between hundreds or thousands of entries, typically for ISPs. 

After approximating a finite router buffer and the effect of ACLs with an infinite 
QBD, we developed a finite model also. However, algorithms do exist that aim to 
decrease the time needed for the evaluation of a finite QBD model, such as the fold-
ing algorithm from San-qi Li [7] [8], they can only be applied under certain circum-
stances and it is still faster to solve an infinite QBD model instead. Although calcula-
tion of a finite QBD requires more computational power, approximating with an infi-
nite transition matrix can result in unacceptable error ratio in certain cases [9]. The 
finite model has the same levels, phases and overall structure as the infinite one, but 
the number of levels is restricted to Sq.  

When there are n packets in the system, the QBD is on level n, accordingly the fi-
nite Sq represents the buffer size of the router and the QBD has a finite number of 
levels. In this case, the final level is depicted on Figure 3. 

Consequently, the block structure of P  becomes: 
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In addition to the matrices (6), (7), (8), (9), (10) and (11) the irregular matrix A1

** 
in our transition matrix is built up as follows: 

 

)(10
**

1 αtTDTDA +⊗+⊗=  .   (14) 

According to the model performance indicators like the overall delay and packet 
loss can be derived using existing matrix analytic methods [9]. 

Comparing the two models, we can estimate the applicability range of the infinite, 
thus the simpler and faster model. We assume that the infinite model is applicable by 
means of matrix-geometric methods if the relative error between the two models is 
below 0.001 percent. Our tests show that by comparing the computation times and 
results of the models regarding the delay, the applicability of the finite model is lim-

ited by the function 
dt

Sqy

⋅λ
)(

. Accordingly, it is reasonable to use the finite QBD proc-

ess for approximation in the domain under the curve y(Sq), on the other hand in the 
domain above the infinite model is more effective.  

In Figure 4 a) the function y(Sq) depends on the buffer size of the router (Sq), 
which is given in packets, as depicted on Figure 4 b). However, y(Sq) never reaches 
the theoretical limit of 0. 
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Fig. 4. The applicability domain of the finite model and y(Sq) as a function of buffer length 

We also found that the function y(Sq) can be approximated under 150 ACL entries 
as (15) with a confidence bound of 95 percent. 
 

[ ]+⋅−⋅ ⋅−⋅= SqSq eeSqy 084.0001.0 010.1843.0)(  .  (15) 

5   Results 

In order to validate the numerical accuracy of the computational solutions and to get a 
feedback whether the assumptions made in the modeling phase were right we devel-
oped a simulation of ACLs in ns-2 [10]. The simulation was made without any as-
sumptions or approximations and uses finite buffers to simulate real world ACL be-
havior. The comparison shows the same packet loss and delay values as the QBD 
models with a negligible variation, especially when high numbers of packets are used 
in the simulation. 

In Figure 5 we present the relative error ratio of the results of the model, according 
to the equation  

simulated

elsimulated
relative value

valuevalue
error mod−

=  . 

On both figures the x-axis represents the number of ACL entries and the y-axis the 
error-ratio. 

The model gives approximately the same results as the simulation. The relative er-
ror is lower than 0.8 %. The approximation of packet loss values starts to be varying 
at lower numbers of ACL entries. However, the variation could be decreased with 
more extracted results. The delay is approximately 0.6 % above the simulated results, 
almost for any number of ACL entries. 

It is possible to alter the model, thus shifting the error ratio of the delay to ap-
proximately zero, but in this case the error for low numbers of ACL entries would be 
out of the 8.0± % range. 

One of the important parameters that can be derived from the models is the packet 
loss ratio as a function of the arrival intensity (Figure 6). The models also show us the 
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     a)        b) 

Fig. 5. The relative error of the model for intensities a) dt = 0.005 and b) dt = 0.01 

 

 
      a)         b)  

Fig. 6. Approximated packet loss (a) and delay (b) for different arrival intensities 

 

Fig. 7. The delay as a function of arrival intensity 
 
influence of overall packet loss on the delays a packet can suffer. According to the 
models, for various arrival intensities, the characteristics of the delay have a soft-knee 
at the ACL size when the packet loss starts to be notable. 
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The delay can be derived from the models in quantities of dt, which is the elemen-
tary time-unit described in Section 4. When examining the delay as a function of the 
packet arrival intensity the models show that the actual value of the delay is converg-
ing to an upper bound. 

This upper bound can be calculated as (16), where N is the number of ACL entries, 
pi is the probability that a packet matches rule number i and Sq is the buffer size. 

SqpiDelayE
N

i
i ⋅⋅=

=1
max )(  .   (16) 

In the example depicted on Figure 10, with N=100 ACL entries and with the 
packet matching probabilities p30=0.2, p70=0.4, p100=0.4, and pi=0 otherwise. The 
mean value of the upper bound of the delay is 5550·dt. 

The physical meaning of this characteristic is that at higher arrival intensities 
packet loss gets more and more significant, so thus the delay parameter cannot be 
increasing anymore. Packets, which are not dropped by the router suffer a constant 
delay, equivalent to the complete delay of a full buffer. 

6   Conclusions 

The model we designed builds upon the conjecture that a router uses the original ACL 
implementation, so each packet is examined against a list of network addresses and 
prefixes sequentially. However, newer implementations may use hardware-
accelerated access controlling mechanisms built upon application specific ICs or 
associative memories significantly decreasing the delays. Our method allows model-
ing this approach, as well. In this case, the models are also much simpler. 

Moreover, the model we designed was evaluated and simulated, and the simulated 
results are identical to the analytic results. With the presented model, we can describe 
Access Control Lists both analytically and with simulation.  

This way, we are able to model and approximate the delay and packet loss ratios of 
routers that use ACLs for admission control and traffic management in existing IPv4 
networks. Possible delays caused by the indispensable usage of access control lists 
will be even more significant when IPv6 will be widely adopted as the network layer 
protocol. 

Our future work includes modeling of complete networks consisting of several 
routers using the same access control techniques and approximating the outgoing 
traffic of these networks precisely.  
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Abstract. We apply stochastic bounding methods with a partial order
on the state space to the analysis of memory overflow in a router. Usu-
ally, stochastic bounds are associated to a total order implying useless
constraints and decreasing the tightness of bounds. Here we present the
basic methodology of sample path comparison with a partial order and
some numerical results to show the accuracy of the results. We analyze
the probability of a buffer overflow with two types of packets, a Pushout
access mechanism and Markov modulated batch arrivals. This problem
is strongly related to the memory rejection out a Fiber Delay Loop in
an all optical router using deflection routing.

1 Introduction

Bounding methods have always received considerable attention in performance
evaluation. Usually QoS requirements are defined as thresholds of rewards on the
steady-state or transient distributions. We advocate that it may be very efficient
to compute bounds on these rewards and check if the bounds are between the
exact values which are unknown and the thresholds. In this paper, we apply the
sample-path stochastic ordering called also the strong stochastic ordering (≤st).
An algorithmic theory of the “st” comparison Markov chains has been recently
developed (see [4,5]). However, this theory is based on a total ordering of the
state space, while many problems that we consider are based on a natural partial
order. Of course, it is possible to transform this partial order into a total one.
But this modification adds a lot of unnecessary constraints making bounds less
accurate (see for instance [2] for the reordering problem).

Quite often, we analyze Markov chains which are specified by several com-
ponents and composition. These formalisms (for instance (Stochastic Automata
Networks, or Stochastic Process Algebra) generally lead to multidimensional
Markov chains which are clearly associated to partial order. Similarly, when the
problems involve rewards, we have a total order on the rewards but only a partial
order on the states if several states have the same rewards.

In this paper, we show how stochastic comparisons are established on a par-
tially ordered state space through an example related to memory management
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in high speed networks. Due to space limitation, we simplify the model to obtain
simpler proofs and the detailed analysis is postponed in a companion paper. We
consider an all optical router with some Fiber Delay Loops (FDL) for packet
recirculation. Here FDL will be considered as a small memory. Deflection rout-
ing has been designed to work without storage memory [1]. In Shortest-Path
Deflection Routing, switches attempt to forward packets along a shortest hop
path to their destinations. Each link can send a finite number of packets per
time-slot (the link capacity). Incoming packets have to be sent immediately to
their next switch along the path. If the number of packets which requires a link
is larger than the link capacity, only some of them will use the link they ask
for and the others have to be misdirected or deflected and they will travel on
longer paths. Using simulations we have shown that the average number of de-
flection is not that large but a significant fraction of the number of packets are
heavily deflected when the traffic is unbalanced [1]. These packets constitutes
a real problem: they are never physically lost due to physical errors or buffer
congestion but they can be logically lost because the transport delay is larger
than the timers.

Adding a small amount of optical memory (Fiber Delay Loops) will help to
reduce the effect of a deflection. If a packet must be deflected, we store it in this
memory instead of sending it a wrong direction and it will be sent as soon as a
free slot will be available. Using fiber delay loops, is sometimes denoted as local
deflection. As the memory is very small, we must add some access mechanism
to give some priority to packets with high QoS requirements. In this paper, we
assume that the space priority is managed according to the Pushout mechanism:
when the memory is full, an arriving low priority packet is rejected while an
arriving high priority packet pushes out of the memory a low priority packet if
there is any in memory, otherwise it is rejected. A rejected packet is deflected in
a bad direction and experience a longer travel in the network. Of course packets
must be sent in the FIFO order to minimize the sequencing delay. Following the
ROM conclusions[6], we assume that packets have a fixed size and the network
is logically time-slotted. We also consider that the arrivals of packet are bursty
and we model the arrivals by a Batch process which is modulated by a 2 states
Markov chain. Such a process is denoted as a Switched Bernoulli Batch Process
(SBBP). Thus the models, at the packet level have to deal with queues with
deterministic service times and bursty arrivals. Let B be the memory size (the
number of wavelengths if we have one FDL), the state space size of the Markov
chain representing FIFO policy is (2B+1 − 1) × 2 if we assume SBBP arrivals.
This is too large even for small value of B. Typically, the number of wavelength
is between 32 and 128.

In this paper, we are mainly concerned with the stochastic bounding method-
ology. So we slightly modified the system to obtain easier equations and proofs.
We suppose that the service is deterministic. The comparison results we obtain
can be generalized to general batches of service (a more consistent assumption
to model routing) but the proofs are more complex. For the sake of readability,
we simplify the model to present the methodology. We assume that we have two
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classes of packet with different quality of service (QoS) requirements. Both are
allowed to use the memory and the Pushout mechanism gives higher priority
to the packets with higher QoS need. So we model a SBBP/D/1/B queue with
two classes of customers and a Pushout access mechanism. To the best of our
knowledge, such a queue does not have a closed-form solution.

The paper is organized as follows: in the next section, we present the basic
methods on stochastic ordering and we show that a total order implies often
inaccurate results. Section 3 is devoted to the proof that the Markov chain for
the FIFO policy is bounded by the Markov chains of Head-Of-Line (HOL)
policies, and the inequalities are derived for the packet rejection. In section 4,
we design a new bound whose complexity is linear with the memory size B.
Finally we present some numerical results in section 5.

2 Stochastic Bounds on Partially Ordered Spaces

Let us now briefly introduce the key concepts about the stochastic ordering on a
partially ordered space [8,7]. Let ε be a discrete denumerable state space, and �
be at least a preorder (reflexive, transitive but not necessarily anti-symmetric) on
ε. First we give the general definition of the strong stochastic ordering associated
to preorder �, that will be denoted by �st.

Definition 1. Let X and Y be two random variables taking values on ε. X �st

Y if and only if Ef(X) ≤ Ef(Y ), for all function f : ε → R which is not
decreasing according to relation �.

Definition 2. Let P and Q be two probability measures defined on ε, P �st Q
if and only if P (Γ ) ≤ Q(Γ ) for all increasing sets Γ ; any subset Γ of ε is called
an increasing set if x � y and x ∈ Γ =⇒ y ∈ Γ.

If the probability measures are not defined on the same state space, they can be
compared by their images on a same state space [3]. Let E and F be two discrete
denumerable state space, and α : E → ε (resp. β : F → ε) be a many to one
mapping. Then the images of probability measures defined on E and F can be
compared on G. We first give the definition of the image of a probability vector
and then the comparison of the images of probability vectors on a common space.

Definition 3. Let p be a probability vector on E, and α : E → ε be a many
to one mapping, the image of p on ε is defined as: ∀u ∈ ε, α(p)[u] =∑

n∈E|α(n)=u p[n] where p[n] is the probability of n ∈ E, and α(n) is the im-
age of n on ε.

Definition 4. Let p (resp. q) be a probability vector on E (resp. F ), and α :
E → ε (resp. β : F → ε) be a many to one mapping, the image of p on ε is less
than the image of q on ε in the sense of strong ordering (α(p) �st β(q)), iff∑

n∈E|α(n)∈Γ

p[n] ≤
∑

m∈F |β(m)∈Γ

q[m], ∀Γ ⊂ ε
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The comparison of Markov chains is established if the stochastic ordering on
the initial distributions is preserved at each step [8]. We state the following
proposition to compare the images of time-homogeneous, finite discrete time
Markov chains on a common space.

Proposition 1. Let X(i) (resp. Y (i)) be time-homogeneous discrete time Markov
chains on E (resp. F ) with one-step transition matrix P (resp. Q); ε be discrete
denumerable space with a preorder �, and α : E → ε (resp. β : F → ε) be many
to one mapping. The image of X(i) on ε is less than the image of Y (i) on ε
(X(i) �st Y (i)), if

α(X(0)) �st β(Y (0)) =⇒ α(X(i)) �st β(Y (i)) ∀i > 0

which is equivalent to compare the row vectors of the one-step transition matrices:

α(P [n, ∗]) �st β(Q[m, ∗]), ∀ n ∈ E, m ∈ F | α(n) � β(m)

p where P [n, ∗] (resp. Q[m, ∗]) is the row vector of P (resp. of Q) corresponding
to state n (resp. to m).

Let us give an example to show the relation between the tightness of bounds and
the state space ordering. We consider the Markov chain taking values on state
space ε = {1, 2, 3, 4} transition matrix P . In the case of total state space order:
1 ≤ 2 ≤ 3 ≤ 4, the best upper bounding matrix computed by Vincent’s algorithm
[4] is Q. If the partial order of the state space is 1 � 2 � 4 and 1 � 3 � 4, it
follows from proposition 1 that P �st R. Since the comparison of rows 2 and 3
are not necessary in this case, the bounds computed from matrix R are tighter.
Let the performance measure of interest be the steady-state probability of being
at state 4, we can see that the bound obtained from the steady-state distribution
of R, πR = (0.169, 0.349, 0.333, 0.149) is much tighter than the bound obtained
from Q: πQ = (0.153, 0.224, 0.369, 0.254) while πP = (0.184, 0.345, 0.342, 0.129).

P =

⎡
⎢⎢⎣

0.3 0.5 0.2 0
0.2 0.1 0.4 0.3
0.1 0.6 0.3 0
0.2 0.1 0.5 0.2

⎤
⎥⎥⎦ Q =

⎡
⎢⎢⎣

0.3 0.5 0.2 0
0.2 0.1 0.4 0.3
0.1 0.2 0.4 0.3
0.1 0.2 0.4 0.3

⎤
⎥⎥⎦ R =

⎡
⎢⎢⎣

0.3 0.5 0.2 0
0.2 0.1 0.4 0.3
0.1 0.6 0.3 0
0.1 0.2 0.4 0.3

⎤
⎥⎥⎦

3 Bounding the FIFO Policy by Head of Line Policies

We are interested in the packet rejection rate for packets having spatial priority.
We consider two Head-Of-Line priority policies: HOL1 where the service priority
is given to packets which do not have spatial priority and HOL2 where the time
and the spatial priorities are given to the same class of packets. These policies
are not really used for memory management They are simpler to analyze than
FIFO policy and they help to establish sample-path comparisons. We now prove
that by analyzing the Markov chain for Head-Of-Line priority service policy,
we can provide stochastic bounds on FIFO policy. It is assumed that both
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models are subjected to the same arrival process In order to capture the bursty
nature of arrivals, a Switched Bernoulli Batch Process (SBBP) is considered.
This process is represented by a two state discrete time Markov chain where
state 0 is associated to the light traffic phase and state 1 represents the heavy
traffic phase. We denote by rj the probability of leaving state j in this chain. The
arrival probabilities depend on the state. We assume independently identically
distributed batch arrivals. Let pi[i], 0 ≤ i ≤ M be the distribution of packet
arrivals at state i, where M is the maximum batch size. As we consider a discrete
time model, we must define precisely the order for synchronous events. At the
end of a slot, we first observe the service completion, and then the admission of
packets. Because of SSBP arrivals, bounds based on total order are very bad.
Indeed, bounds would correspond to the case where the arrival process is always
in heavy traffic phase.

Obviously the Markov chains representing FIFO and HOL policies do not
have the same state space. Therefore we will project the state space of FIFO
policy into the state space of HOL policy. Let the state vector for HOL policy
at time ti be NHOL = (Phase(ti), NT (ti), NH(ti)) where the first component
is the phase of arrivals, NT is the total number of packets in buffer, NH is
the number of packets having the priority for buffer. Thus the product space
for HOL policy is: ε = {0, 1} × i ∈ {0, ..., B} × {0, ..., i}, and the state
space size is 2 × (B + 1) × (B + 2). The state vector for FIFO will contain
one more component B(ti) which is the disposition of packets in the buffer:
NFIFO = (Phase(ti), NT (ti), NH(ti), B(ti)). Since the number of high priority
packets can be obtained from B(ti), it is not necessary, but it will be used to
simplify the proofs. The state space size for FIFO policy is (2B+1 − 1) × 2.

Let ϕ be a many to one mapping to project the state space of FIFO policy
into the state space of HOL policy: all states for FIFO policy having the same
phase of arrivals (phase), the same total number (nt) and the same number of
high priority packets (nh) (whatever the disposition of packets in buffer is) are
aggregated to the same state (phase, nt, nh). We will use the following vector
ordering, � on ε. Let n = (n1, n2, n3) and m = (m1, m2, m3) be in ε.

n � m ⇔ n1 = m1 and n2 = m2, n3 ≤ m3 (1)

Note that � is reflexive, transitive and antisymmetric, so it is a partial ordering
on ε. The strong stochastic ordering associated to � on ε will be denoted by �st.
Intuitively speaking, if n � m, the number of high priority packets lost in state n
will be less than that in state m. From the stochastic comparison point of view,
we compare stochastic evolution of states having the same phase of arrivals and
the same total number of packets. Let us remark that the same phase for arrivals
implies the same arrival probabilities, and the same number of total packets is
necessary because of the packet admission mechanism.

We first give the evolution equations of the considered policies and then state
the theorem on the comparison of these policies. Let AT (ti+1) (resp. AH(ti+1)
be the total number of packets (resp. high priority packets) arrived during slot i.
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The indicator function 11{service=high} is 1, if the packet in service during slot i
has high priority and 0 otherwise.

Npolicy(ti+1) = (phase(ti+1), min{B, (NTpolicy(ti) − 1)+ + AT (ti+1)},
min{B, NHpolicy(ti) − 11{service(ti)=high} + AH(ti+1)}) (2)

The evolution of the phase is modulated by the same Markov chain. Since all
policies are work-conserving and are subject to the same arrivals, the total num-
bers of packets evolve in the same manner. But the sample-paths of the number
of high priority packets depend on the service policy (indicator function).

Theorem 1. If NHOL2(0) �st ϕ(NFIFO(0)) �st NHOL1(0), then

NHOL2(ti) �st ϕ(NFIFO(ti)) �st NHOL1(ti), ∀ ti > 0 (3)

Proof: We only prove the right part of inequality 3. The other part which is
quite similar is omitted due to space limitation. et P (resp. Q) be one-step
transition matrix of the Markov chain for FIFO (resp. HOL1) policy. We apply
proposition 1 to compare the images of these time-homogeneous Markov chains
on state space ε according to � vector ordering.

Now consider two row vectors P [n, ∗] and Q[m, ∗] corresponding to the states
n and m respectively in FIFO and HOL1 system, where ϕ(n) � m. Let event
e occur with probability pe, and trigger the transition from the state n to w in
FIFO system and the transition from m to z in HOL1 system. As stated in
equation 2, n2 and m2 change in the same manner. The arrivals for high priority
packets are the same and if the next packet served is not a high priority one in
the HOL1 system (it may be either a low or high priority one in FIFO system),
it results from the evolution equations that ϕ(w) � z. On the other hand, if a
high priority packet is served in HOL1 system, it means that there is not a low
priority packet (i.e., m2 = m3). Since ϕ(n) � m, there are two possible cases:

1) n3 = m3, then there is only high priority packets in the FIFO system
(i.e., n3 = n2), and the next packet to be served is a high priority packet. So
ϕ(w) � z;

2) n3 < m3, then the next packet which will be served in the FIFO system
will be a high priority or a low priority packet. Since n3 ≤ m3 − 1, the order
will be preserved even a low priority packet is served. So ϕ(w) � z. From the
definition of an increasing set, we have the following implication

ϕ(w) ∈ Γ =⇒ z ∈ Γ ∀Γ ⊂ ε

Therefore, if the probability pe is summed in the vector P [n, ∗] for a particular
increasing set Γ , then it is also summed in the vector Q[m, ∗] for the same
increasing set. It follows from the definition 4 that ϕ(P [n, ∗]) �st P [m, ∗]. Since
this argument is valid for all couple n, m such that ϕ(n) � m,

ϕ(P [n, ∗]) �st Q[m, ∗]), ∀ n , m | ϕ(n) � m

and it follows from the proposition 1 that ϕ(NFIFO(ti)) �st NHOL1(ti) ∀ti > 0.
If the steady-state distributions of the Markov chains exist, they are also

ordered in the sense �st.
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Corollary 1. Let ΠFIFO, ΠHOL2 and ΠHOL1 be the steady-state distributions
of the underlying Markov chains, then

ΠHOL2 �st ϕ(ΠFIFO) �st ΠHOL1

Proposition 2. Let Lpolicy be the steady-state loss rate for high priority packets
under policy. We have the following inequalities:

LHOL2 ≤ LFIFO ≤ LHOL1

Proof: For all models, the number of rejected packets in a state (phase, nt, nh),
is (nh+k−11{service=high}−B)+, if k high priority packets arrives. Thus Lpolicy

can be defined as a � increasing function on the distribution Πpolicy . And the
inequalities on loss rates follow from the above corollary and definition 1. �

4 Bounding HOL Policy by a Linear Model

The Markov chain for HOL1 policy has roughly O(B2) states and the compu-
tation complexity is still important because of the eigenvalues. So we propose
to compute the loss rates by using a Markov chain of O(B) states which pro-
vides an upper bound on the chain representing HOL1 policy and which can
be computed by a direct elimination algorithm. We perform an aggregation of
the states of the Markov chain modeling HOL1 policy to obtain a new Markov
chain which is stochastically greater in �st sense than the initial one. In the ag-
gregation process, we try to represent explicitly the states which may have large
steady-state probabilities and the states with whom they are interacting. The
other states are aggregated. Clearly, the selection of these states depend upon
the dynamic of the considered system, which is in general difficult to foresee.
Thus the aggregation partition is defined and improved heuristically. But one
must prove that the aggregated chain provides a stochastic upper bound on the
initial one.

Let F be the aggregation factor which takes value in the interval: 0 . . . B. Here
we only consider two values for F depending on high and low traffic phases. Note
that this restriction is for the sake of simplicity and more general functions for
F can be considered. In the aggregated model, only the evolution equation of
the number of high priority packets denoted as NHagg is different :

NHagg(ti+1) = max{NT (ti+1) − F (phase(ti+1)), N4(ti+1)}
whereN4(ti+1) = min{B, NH(ti) − 11{(NT (ti)=NH(ti)}11{NT (ti)>0)} + AH(ti+1}

Component N4(ti+1) gives the evolution of high priority packets with HOL1 pol-
icy. Due to the operation max in the previous equation, the domain of NHagg

is now limited. Let nagg = (phase, nt, nhagg) be an arbitrary state of the ag-
gregated chain, and f be the aggregation factor of this state. We must have
nhagg ∈ {nt − f, . . . , nt}. Macro states gather the states which have the same
values for nt, phase and values of nhagg which are smaller than nt−F . The max
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operation in the second evolution equation represents the aggregation process
into the macro-state. The states where nhagg is strictly larger than nt − F are
kept unchanged. Intuitively, the states and the transitions between states are de-
fined by the worst case for the high priority packet number. The state space size
of the aggregated chain is

∑B
i=0(max{i, F (i, 0)}+1) +

∑B
i=0(max{i, F (i, 1)}+1).

The comparison between HOL1 policy and the aggregated chain can be
established in the aggregated state space using the same method. We only give
the theorem for the sake of concision.

Theorem 2. If φ(NHOL1(0)) �st Nagg(0), then φ(NHOL1(ti)) �st Nagg(ti),
∀ti > 0.

5 Numerical Results

We now give some typical results for the loss rates of high priority packets. We
denote by c the ratio of high priority packets. The probabilities for a burst arrival
and the end of a burst are assumed to be r0 = 10−6, and r1 = 10−2. Moreover,
the aggregation factors F (0) and F (1) are chosen to be greater than the batch
size (M). In the given results, we have chosen F (1) greater than F (0), since loss
rates are more important with heavy traffic, we want to have more precision on
the evolution of the system at this phase.

In the following, let us denote by Load the average load of the system and by
Cvi2 the squared coefficient of variation of packet arrivals. This last parameter
gives some information about the burstiness of the arrival process. For some
experiments, we also give all the parameters of the arrival processes in table 1
and 2. In figure 1(a), we give the buffer sizes to guarantee high priority packet
rejection rates lower than 10−9 versus the average total load. These rates are
computed using the aggregated chain which provides upper bounds on FIFO
and HOL1 policies. The input parameters are M = 3, c = 0.6, Cvi2 = 4.
The Load varies from 0.6 to 0.9. We give two curves corresponding to different
aggregation factors. The aggregation factor for light traffic is chosen to be 3
(F (0) = 3 = M) and the aggregation factor for heavy traffic equals 3 (F (1) =
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Fig. 1. High priority packets: Buffer sizes for a given QoS versus Load (a), Upper
bounds on the loss rates versus buffer size (b)
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3 = M) in the first one and 12 (F (1) = 12 ≥ M) in the second one. In figure 1(b),
we give the upper bounds on high priority packet loss rates which are computed
from the aggregated chain versus buffer size. The parameters are: r0 = 10−6,
r1 = 10−3, F (0) = 3, M = 3, c = 0.6, Cvi2 = 5, Load = 0.8. The first curve is
for F (1) = 3 and the second is for F (1) = 12. We can see from the curves the
impact of the aggregation factor on the accuracy of the result. Obviously, the
state space size is greater in the case F (1) = 12 (equal to 1174 states) than the
case of F (1) = 3 (equal to 796 states). It results from these examples that one
can improve the accuracy of the bounds by increasing the aggregation factors,
but the computational complexity increases at the same time. With F (1) = 12,

Table 1. Packet arrival distributions for 2 ≤ Cvi2 ≤ 8

Cvi2 ph pph[0] pph[1] pph[2] pph[3] pph[4] pph[5]
2 0 0.55 0 0.45 0 0 0

1 0.74 0.06 0 0 0.1 0.1
4 0 0.7 0.1 0 0 0.2 0

1 0.74 0.06 0 0 0.1 0.1
5 0 0.75 0 0.05 0 0.2 0

1 0.74 0.06 0 0 0.1 0.1
7 0 0.8 0 0 0 0.1 0.1

1 0.74 0.06 0 0 0.1 0.1
8 0 0.82 0 0 0 0 0.18

1 0.74 0.06 0 0 0.1 0.1

Table 2. Packet arrival distributions for Load=0.5 and 0.8

Load ph pph[0] pph[1] pph[2] pph[3] pph[4]
0.5 0 0.825 0.05 0.025 0 0.1

1 0.825 0.025 0 0 0.15
0.8 0 0.75 0 0.05 0.1 0.1

1 0.75 0 0 0 0.25
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Fig. 2. High priority packets: Buffer size for a given QoS versus Cvi2 (a), Upper bounds
on the loss rates versus buffer size (b)
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one can found that a FDL with 73 wavelengths provide a rejection rate smaller
than 10−9. If we use a smaller chain to model the system (for instance with
F (1) = 3), this guarantee is obtained with roughly 100 wavelengths.

In figure 2(a), we give the minimal buffer sizes providing high priority packet
loss rates lower than 10−9, which are computed from the aggregated chain versus
the squared coefficient of variation. Two curves are given with two aggregation
factors at heavy load (F (1) = 5 and F (1) = 15). The other parameters are
chosen as follows: F (0) = 5, M = 5, c = 0.6, Load = 0.9, r0 = 10−6, and
r1 = 10−3. The arrival probabilities and the squared coefficients of variation are
given in table 1. As mentioned above, Figure (2(a)) is given to show the impact
of the aggregation factor versus the squared coefficient of variation. We depict
in figure 2(b) the upper bounds of high priority packet rejection rate when we
change the buffer size at light load (0.5) and heavy load (0.8) The parameters are
chosen as follows: Cvi2 = 4.6, c = 0.6, F (0) = 4, F (1) = 8, M = 4, r0 = 10−6, et
r1 = 10−3 and the arrival probabilities are gathered in table 2. Due to the state
space size of the FIFO model, it is not possible to compare the bounds with
exact results. However, one can numerically solve the HOL1 model and the
linear bound obtained after another bounding process. The numerical results
are very good because we add less constraints to bound the effects of the SBBP
arrival process. Clearly, using partial order rather than a total order has several
advantages: bounds are more accurate and they use less constraints to represent
modulating process such as the SBBP arrivals.
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Abstract. A new method is introduced to quantify the Quality of Service (QoS) 
of a multimedia connection. This method uses discrete values of QoS 
parameters, establishing a relationship among them through the use of a Fuzzy 
Genetic Rule-Based System (FGRBS) to obtain a single value that expresses the 
QoS of the connection. This final value is classified within a predefined QoS 
specification standard consisting of three sets: Optimal, Acceptable and 
Unacceptable, resulting in a definition of the Quality of Service in a user-level 
language. The values obtained by the proposed method are compared with those 
obtained through other QoS quantification models in a multimedia connection. 

1   Introduction 

Multimedia applications require several levels of quality of service from the 
communications networks so that they can be presented satisfactorily to the user. 
However, the user is normally unfamiliar with specifications of low level parameters 
such as bandwidths and with numerical values relating to their measurement. 
Therefore, the system must provide a level of abstraction to enable the user to 
understand the quality of service the network can offer at any given moment by 
making a QoS Provision [1], which is the object of this study. It then behooves the 
user to decide whether or not to execute its application. According to refs. [2] and [3], 
the most relevant parameters that act decisively in multimedia applications and that 
were therefore analyzed in our experiments are the Network Parameters of 
Throughput, Delay, Jitter and Package Loss. 

The literature proposes several methods to evaluate the quality of service in 
multimedia systems, e.g., refs. [4] and [5].  However, these methods do not give the 
user a reply in easily understandable language nor are they prepared for the treatment 
of “partial truths”, such as, for instance, classifying a service as “good, but not that 
good”. The use of the Fuzzy Genetic Rule-Based System will allow for these two 
factors. Refs. [6] and [7] develop fuzzy systems to evaluate the QoS in multimedia 
applications, but these systems are related to a specific application and lack the 
system optimization differential with the use of genetic algorithms. 

The next section discusses concepts relating to a fuzzy system and its applicability 
in the evaluation of QoS in Multimedia Systems. Section 3 presents the experiments 
conducted in two case studies, a Videoconference and a Video on Demand, analyzing 
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the results obtained in these experiments and comparing them with other conventional 
quantitative methods. Lastly, section 4 sets forth our conclusions and analyzes the 
approach developed in this work. 

2   Evaluation of Quality of Service in Multimedia Systems 

The definition of a single QoS value in a user-accessible language has become an 
important factor to express the quality of service the network can offer the user. 
Because policy rules are abstract and very close to human perception, they are 
difficult to map into computational rules whose very nature is absolute and exact. 
This difficulty lies in the fact that the definition of exact intervals of values for a 
variable may hinder or even invalidate a result obtained based on an analysis made in 
these intervals. Fuzzy Logic has the characteristic of treating semantic variables 
having a certain degree of vagueness. Therefore, the management policy specification 
rules of a Fuzzy System are based on an almost intuitive approach [6]. 

A Fuzzy System usually consists of the following modules: Fuzzification, Rules 
Base, Inference Engine, and Defuzzification, which are described below. 

2.1   Fuzzification Module 

The Fuzzification Module converts the system’s input values (real numbers) into 
linguistic terms represented by given fuzzy sets. This conversion depends principally on 
the pertinence function, for this is the function that defines to which Fuzzy set a given 
value belongs and what degree of pertinence that value has in relation to the set [12]. 

The system’s inputs are the values of the Quality of Service parameters obtained 
by measuring the network. After they are measured, the values of throughput, delay, 
jitter and package loss are transferred to the Fuzzy System, where they are converted 
into linguistic terms. To perform this conversion, three fuzzy sets were defined for 
each input variable, i.e., Unacceptable, Acceptable and Optimal. These sets are 
represented trapezoidally (an entire interval of maximum points can be represented) 
and are characterized by a pertinence function that maps the possible values of the 
input parameters in the interval [0,1]. The domains of the pertinence functions for 
each QoS parameter are defined in Table 1 in the item below, where different 
applications are considered. 

2.2   Mapping of the QoS Parameters 

To meet the user’s expectations regarding a given service, it is essential that the 
quantified QoS parameters be transformed correctly from the end user to the 
transmission network. Table 1, whose definition is based on research conducted by refs. 
[5], [8], [9] and [4], describes the domains of the Quality of Service parameters for some 
applications, mapping the values directly from the User level to the Network level. 

Parameters with a numerical value are mapped into a user-understandable language 
and vice-versa based on established policies or rules. These rules are specified 
according to a system command management decision. 
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Table 1. Mapping of the QoS Parameters – User/Network 

QUALITY  
Unacceptable Acceptable Optimal 

Delay (s) >6  3-6 0-3 
Jitter (s) >5 1-5 0-1 

Package Loss (%) >3 1-3 0-1 
Video on 
demand 

Throughput(Kbits/s) 0-64 64-112 >112 
 

Delay (ms) >350 150-350 0-150 
Jitter (ms) >250 100-250 0-100 

Package Loss (%) >2 1-2 0-1 
Videoconference 

Throughput(Kbits/s) 0-64 64-112 >112 

2.3   Rules Base 

The rules base is where all the knowledge about the domain of the problem in 
question is stored. The rules defined for the system are presented in the following 
format, whose variables are only the categories of Optimal, Acceptable and 
Unacceptable: 

IF (Throughput is Acceptable) AND (Delay is Optimal) AND (Jitter is Optimal) AND 
(Package Loss is Optimal) THEN (QoS is Optimal) 

The initial rules bases of the fuzzy system were built with the help of a specialist in 
computer network performance analysis and then validated through modeling by 
experimentation, using the NistNet network emulator [10]. Each rule in the rules 
bases was emulated individually and the result observed and compared against what 
had been defined by the specialist, in order to validate and adjust the initial rules 
bases. These initial knowledge bases, albeit validated, are considered large because of 
the number of rules they contain. The number of rules in a rules base is defined by 
increasing the number of fuzzy sets to equal the number of input variables in the 
system. Thus, considering 3 fuzzy sets (Optimal, Acceptable and Unacceptable) and 4 
input variables (throughput, delay, jitter and package loss), the number of rules is 
equal to 81. These 81 rules represent all the possible combinations of the system’s 
input variables with the fuzzy sets defined here. However, some of the rules created 
do not represent situations that actually occur in the real world. 

Therefore, the greater the number of fuzzy sets and input variables the greater the 
number of rules. This increases the fuzzy system’s processing complexity and time 
exponentially due to the increase in the problem’s search space. We therefore deemed 
it necessary to develop a mechanism that would reduce the number of rules in the 
rules bases and exclude non-representative rules, thereby allowing for future 
alterations in the initially proposed system through the insertion of new parameters 
for QoS analysis and of new fuzzy sets. To this end, we used the Genetic Algorithm 
methodology. 
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Selection of Fuzzy Rules by Genetic Algorithms 
Presented below are the components and parameters of the Genetic Algorithm 
employed here. To this end, one begins with a chromosomal representation of the 
individuals of the population. Each individual is a possible solution for the problem. 
The algorithm begins by randomly developing the first population. From this point on, 
each individual’s relative fitness for the system is calculated. Based on this calculation, 
the elements that will belong to the next generation are selected (by election based on 
probabilistic criteria). To complete the population, the selected parents are reproduced 
through the implementation of genetic operators such as Crossing and Mutation. Each 
genetic operator has a proper occurrence rate expressed as a biological metaphor. The 
process is repeated until a specified stop condition is met. 

Codification: In this stage, the chromosomes Ci=(ci1,ci2,...cim) are encoded into 
sequences of binary digits and have a fixed size ‘m’, with ‘m’ representing the 
number of rules obtained. Each cij gene (a binary digit) is associated with a rule. If 
cij=1, the rule corresponding to this gene will be part of the selected rules base; 
otherwise, the rule will not be part of the base. 

In the experiments conducted here, ‘m’ was given the value of 81, which 
represents the number of rules of each of the rules bases. 

Population Size: The size of the population used here was 200 individuals, which 
allowed for a better coverage of the search space and proved efficient in our 
experiment. 

Initial Population: The initial population is generated by introducing a chromosome 
that represents all the rules obtained previously, i.e., all the genes of the chromosome 
are given the value of 1. The remaining chromosomes are generated randomly. 

Number of Generations: One hundred generations was established here as the stop 
criterion, which sufficed to achieve an optimized rules base, since a larger number of 
generations resulted in no variation in the choice of the fittest individual starting from 
the one hundredth generation.  

Fitness Function:  The fitness function evaluates each chromosome, i.e., each subset 
of candidate rules, based on two criteria: the number of examples it classifies 
correctly, and the number of rules of this subset, i.e., the number of genes of value 1 
in this chromosome. The individual showing the highest value of correct classification 
of examples with the lowest number of rules will have the highest fitness value. Thus, 
the fitness function can be expressed by: 

Fitness value(Ci) = NEC(Ci) – QTDR(Ci)     (1) 

where NEC(Ci) represents the number of examples classified correctly by the subset 
of rules represented in chromosome i and QTDR(Ci) indicates the number of rules 
existing in the subset represented by chromosome i. 

To obtain the examples to be classified, which are required to calculate the fitness 
value, two datasets had to be built, one for each application. These datasets were 
generated from the initial rules base, each set consisting of 110 examples (samples) 
with five variables, four of them input variables (quality of service parameters) and 
the fifth an output variable (value resulting from the quality of service). 



258 F.C. Bertoni and S.D. Zorzo 

 

Intermediate Population: Given a population in which each individual has received a 
fitness value, there are several methods to select the individuals upon whom the 
genetic algorithms of crossing and mutation will be applied. The selected individuals 
will make up a population called an intermediate population. 

The selection method used here to separate the intermediate population was the 
Roulette method [11] and the Crossing and Mutation rates were defined, respectively, 
at 70% and 1%, as recommended in the literature [11]. An Elitism percentage [11] of 
10% was also used. 

After applying the Genetic Algorithm, the rules base built for the Videoconference 
application was reduced by about 61%, dropping from 81 to 31 rules. The base for the 
Video on Demand application was simplified by about 86%, ending up with only 11 
rules as opposed to the initial 81. 

2.4   Inference Engine 

Mamdani’s model was used here because its response can be a scale value and a 
linguistic term. The inference traditionally employed by Mamdani’s model is called 
Max-Min Inference [12]. In this model, the inference engine receives fuzzy values 
from the fuzzification module, processing the rules in the rules base and aggregating 
the conclusions inferred from each rule. This aggregation produces a fuzzy set of 
outputs to the defuzzification module. 

2.5   Defuzzification Module 

The Defuzzification Module transforms qualitative information into quantitative 
information in order to obtain a non-fuzzy final output. The method used for the 
defuzzification was the Center of Mass Method [12], which calculates the abscissa of 
the mass center point corresponding to a given fuzzy set of outputs originating from a 
processed Rules Base, using it as the output scale value. The method’s analytical 
implementation expression is given below: 

=
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m
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Zi*(Zi)μ 
Z
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In this expression, Z is the defuzzification value, ‘m’ is the number of output 
quantification intervals, Zi is the value of the output variable for the quantification 
interval ‘i’, and ‘μC (Zi)’ is its degree of pertinence. This defuzzified value represents 
the “best compromise” among the μC (Zi) values obtained [13]. 

3   Experiments and Results 

To test and validate the QoS evaluation method developed here, various experiments 
were conducted using two classes of applications: Videoconference and Video on 
Demand. 
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3.1   Case Study 1: Videoconference 

A videoconference is an image and voice transmission in real time between physically 
separate locations, using video cameras, microphones, video monitors and 
loudspeakers. In the application tested here, three clients connected to an ISP (Internet 
Service Provider) all have the same SLA (Service Level Agreements) with the ISP. 

The measurements of the QoS parameters were collected using a Quality of 
Service Monitor, called an MQM – Multicast Quality Monitor [2], which introduces 
different ways of measuring parameters in a multicast network. Table 2 depicts the 
results of the measurements for the videoconference application. 

Table 2. Videoconference – Parameter measurement results 

Parameters A-B Connection A-C Connection 
Throughput 27Mbps 1.2Mbps 

Delay 20ms 150ms 
Jitter 10ms 80ms 

Package Loss 5% 0.1% 

3.2   Case Study 2: Video on Demand 

A video on demand service involves the storage of multimedia data such as images, 
audio and video at servers, with transmission in real time. 

In the application under analysis, a video server and two clients connected to it, C1 
and C2, request remote video transmissions. 

Table 3 shows the results of the video on demand application. 

Table 3. Video on Demand – Parameter measurement results 

Parameters C1-Server Connection C2-Server Connection 
Throughput 13Mbps 900Kbps 
Delay 5s 7s 
Jitter 0.6s 4s 
Package Loss 2.5% 5% 

3.3   Results 

Considering the intervals of values that define the QoS levels (Table 1), and using the 
discrete values of the QoS parameters collected (Tables 2 and 3), a relationship can be 
established between them, using conventional numerical metrics or the methodologies 
of Computational Intelligence described earlier herein to obtain a single value that 
expresses the connection’s QoS level as a whole. The metrics are differentiated, from 
the method used for the calculation to the format of the result obtained. 

The FGRBS produced two results for each application (Tables 4 and 5), using first 
the initial rules base and then the rules base optimized with the application of the 
genetic algorithm. 
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Table 4. Videoconference – QoS evaluation results using a FGRBS 

 A-B Connection A-C Connection 
 Defuzzified 

Value 
Classification Defuzzified 

Value 
Classification 

Initial Rules 
Base 

10 100% 
Unacceptable 

90 60% Optimal 

Optimized 
Rules Base 

10 100% 
Unacceptable 

70 40% Acceptable 

In connection A-B, the results were the same for both the initial rules base and the 
optimized base, i.e., the QoS was found to be totally unacceptable for the 
videoconference application. This was expected, since the package loss, the most 
important parameter in this type of application, was extremely unacceptable (in the 
range of 5%). Moreover, the defuzzified value ‘10’ was totally inserted into the 
Unacceptable fuzzy output set. 

In connection A-C, the results of the initial rules base and the optimized rules 
based complemented each other. Another look at the Table 2, which presents the 
parameters measured for the videoconference application, indicates that only the 
delay parameter has a value between optimal and acceptable. The remaining 
parameters are classified as optimal. Hence, one could state that the QoS is more 
optimal than acceptable, as demonstrated by the two classifications. When one affirms 
that the QoS is 60% optimal, with a defuzzified value of 90, it is understood that the 
remaining 40% lies within a range considered acceptable and is not affected by the 
Unacceptable fuzzy output set.  

Table 5. Video on Demand – QoS evaluation results using a FGRBS 

C1-Server Connection C2-Server Connection  
Defuzzified 

Value 
Classification Defuzzified 

Value 
Classification 

Initial Rules
Base 

≅24.6 50% 
Acceptable 

10 90% 
Unacceptable 

Optimized 
Rules Base 

≅41.6 50% 
Acceptable 

10 90% 
Unacceptable 

An analysis of the C1-Server connection in the video on demand application 
reveals that the two rules bases also show the same QoS classification. The 
defuzzified value of approximately 41.6 represents the best QoS situation, for the 
values of the measurements of the most important parameters for this type of 
application, i.e., delay and package loss, lie within the acceptable range, although they 
are somewhat influenced by the Unacceptable fuzzy output set. Therefore, the QoS 
can be considered acceptable, albeit with a tendency toward the unacceptable. 

The QoS in the C2-Server connection is considered completely unacceptable for 
the two rules bases. This classification was expected, for the delay and the package 
loss – the most important parameters in this type of application – displayed 
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unacceptable values. Moreover, the defuzzified value of ‘10’ lies totally within the 
Unacceptable fuzzy output set. 

Using the conventional numerical metrics developed by refs. [4] and [5] also 
produces results. According to ref. [4], a connection’s end-to-end QoS of depends on 
the aggregation of all the parameters involved in the process. Thus, the analysis of the 
QoS can be exemplified as shown below: 

 
Videoconference – A-B Connection 

MThroughput = 1 (measured value and better than optimal); 
MDelay = 1 (measured value and better than optimal); 
mJitter = 1 (measured value and better than optimal); 
mPackage Loss = 0 (measured value and worse than the maximum tolerable); 
cAB = 1*1*1*0 = 0; which means the connection from A to B cannot be used. 
cAC = 1*1*1*1 = 1;  which means the connection from A to C can be used for the 
service required with a guaranteed 100% QoS. 
When cAB  = 1*1*1*0.5 = 0.5; (the measured values range from the maximum 
acceptable to the optimal): the QoS can be only partially guaranteed. 

 
In the opinion of ref. [5], the state of the network can be defined based on its 

losses, i.e., Nonloaded (up to 2%), Loaded (from 2% to 4%) and Overloaded (over 
4%). If the network is not loaded, the connection can be provided with a guaranteed 
100% QoS; if it is loaded, there is an approximately 50% guarantee of QoS, and if it 
is overloaded, no QoS can be offered. 

The results obtained through the numerical metrics can therefore be summarized in 
Tables 6 and 7, below. 

Table 6. Videoconference  

 A-B Connection A-C Connection 
 Classification Classification 

DRESSLER 0 1 
LUNARDI and DOTTI 0% (Overloaded) 100% (Nonloaded) 

 

Table 7. Video on Demand 

 C1-Server Connection C2-Server Connection 
 Classification Classification 

DRESSLER 0.25 0 
LUNARDI and DOTTI ≅50% (Loaded) 0 (Overloaded) 

3.4   Analysis of the Results 

The numerical metric developed by ref. [4] presents a final numerical value of QoS 
resulting from an intersection of the parameters’ individual values.  This value may 
not mean anything to a given type of user, so it should be submitted to an interpreter 
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who defines the QoS to make it comprehensible to all users or maps it into a 
framework responsible for the dynamic management of the QoS. In addition, if a 
single parameter shows a value considered “poor”, the metric simply excludes the 
possibility of transmission through that connection, even if the remaining parameters 
lie within an acceptable range. The reason for this is that no form of weighing the 
measured values of the parameters was defined, so they all possess the same degree of 
importance, which is not the case. As mentioned earlier, one of the most important 
factors, albeit not the only one to merit attention, is package loss. 

The metric proposed by ref. [5] attempts to classify the QoS value obtained 
according to a linguistic term, but it is still highly technical and far from 
understandable for many users. Another disadvantage is that it considers only one 
network parameter as a form of evaluating the QoS of an entire connection, 
disregarding other parameters that affect the quality of the connection, albeit to a 
lesser extent. 

These disadvantages have motivated many researchers to seek alternative non-
analytical modeling techniques and to develop control systems, since the precision of 
a purely numerical system does not always classify a problem correctly [14]. 

Because they are tolerant of imprecision, uncertainty and partial truths, Fuzzy 
Logic and Genetic Algorithms offer an alternative for solving problems that currently 
cannot be solved by traditional methods or whose solutions do not offer good results, 
whether in terms of values or in the way they are presented, as in the case of the 
numerical metrics discussed here. The model presented here provides a flexible 
specification of the needs of an application, which is desirable, without losing 
performance, configurability and generality [15]. 

4   Conclusions 

Several metrics have been developed with the purpose of analyzing the current 
availability of quality of service (end-to-end) in a network. This paper presented a 
method to evaluate the QoS in a multimedia connection using a Fuzzy Genetic Rule-
Based System, comparing its results with methods of conventional quantitative 
models in two case studies involving applications with different characteristics: a 
multimedia Videoconference and a Video on Demand application. 

A comparison of the results obtained with the use of the methods presented in 
combination with the Fuzzy Genetic System reveals very similar final values 
describing the QoS of the connection. This finding indicates that a Fuzzy Genetic 
Rule-Based System can be used to analyze the quality of service in a network 
connection and is extendable to any type of multimedia application. This would 
require only an alteration of the rules base and the pertinence functions, and would 
offer the advantage of providing a response with a higher degree of specificity, 
returning a final value of quality of service in a language understandable to every 
user, interpreting the system’s numerical output value by associating it to a semantic 
term. If the user so desires, he/she can also have access to the numerical value, which 
can easily be supplied. The genetic-fuzzy combination is widely accepted in scientific 
circles, for it adheres to the principle of balancing the advantages of computational 
intelligence, with different methodologies working hand-in-hand and potentiating the 
usefulness and applicability of the resulting systems. 
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Abstract. This paper discusses the influence of setup message processing time 
and optical switch configuration time on the performance of IP over optical 
burst switched mesh networks using one-way resource reservation protocols. It 
is shown that the network performance is almost independent of the optical 
switch configuration time for values smaller than 0.1ms. It is shown that setup 
message processing time does not have a significant impact on the network 
performance and it is shown that the five resource reservation protocols under 
study have a similar performance in both ring and mesh networks. 

1   Introduction 

In order to provide optical switching for next-generation Internet in a flexible and 
feasible way, a new switching paradigm called optical burst switching (OBS) [1]-[6] 
was proposed, which is an alternative to optical packet switching (OPS) and 
wavelength routing (WR). OBS combines the best of OPS and WR, and it is a 
technical compromise between both OPS and WR, since it does not require optical 
buffering or packet-level processing and is more efficient than wavelength routing if 
the traffic volume does not require a full wavelength channel. 

In OBS networks, IP (Internet Protocol) packets are assembled into very large size 
packets called data bursts. These bursts are transmitted after a burst header packet, 
with a delay of some offset time. Each burst header packet contains routing and 
scheduling information and is processed at the electronic level, before the arrival of 
the corresponding data burst. The burst offset is the interval of time, at the source 
node, between the transmission of the first bit of the setup message and the 
transmission of the first bit of the data burst. 

According to the way of reservation, resource reservation protocols may be 
classified into two classes: one-way reservation and two-way reservation. In the first 
class, a burst is sent shortly after the setup message, and the source node does not wait 
for the acknowledgement sent by the destination node. Therefore, the size of the 
offset is between transmission time of the setup message and the round-trip delay of 
the setup message. Different optical burst switching mechanisms may choose 
different offset values in this range. Tell And Go (TAG) [7], just-in-time (JIT) [3], 
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JumpStart [4]-[6], JIT+ [8], just-enough-time (JET) [1] and Horizon [2] are examples 
of one-way resource reservation protocols. 

In the TAG protocol, a source node sends a control packet and immediately after 
sends a burst. At each intermediate node, the data burst has to go through with an 
input delay equal to the setup message processing time. If a channel cannot be 
reserved on a link, along the ingress-egress path, the node preceding the blocked 
channel discards the burst. To release the connection, a “tear-down” control signal or 
packet is sent [7, 9]. In this protocol a burst may need to be delayed (buffered) at each 
node, while waits for the processing of setup message and the configuration of the 
optical cross-connect (OXC) switch fabric. TAG is practical only if the switch 
processing time of the setup message and the optical switch configuration time are 
very short [10]. 

The offset in two-way reservation class is the time required to receive an 
acknowledgement from the destination. The major drawback of this class is the long 
offset time, which causes the long data delay. Examples of resource reservation 
protocols using this class include the Tell And Wait (TAW) protocol [7] and the 
Wavelength Routed OBS network (WR-OBS) proposed in [11]. Due to the 
impairments of two-way reservation class and the critical limitation of TAG, the study 
is focused on one-way reservation schemes, being considered the following resource 
reservation protocols: JIT, JumpStart, JIT+, JET, and Horizon. 

A major concern in OBS networks is the contention and burst loss. The two main 
sources of burst loss are related with the contention on the outgoing data burst 
channels and on the outgoing control channel. In this paper, we consider bufferless 
networks and we concentrate on the loss of data bursts in OBS networks. 

The reminder of this paper is organized as follows. In section 2, we present an 
overview of one-way resource reservation protocols considered along this study. In 
section 3, we briefly describe the model of the OBS network under study, and in 
section 4 we discuss performance implications of the setup message processing time 
and optical switch configuration time on the performance of optical burst switched 
mesh networks. Main conclusions are presented in section 5. 

2   One-Way Resource Reservation Protocol 

This section provides an overview of one-way resource reservation protocols for OBS 
networks. This kind of protocols may be classified, regarding the way in which output 
channels (wavelengths) are reserved for bursts, as immediate and delayed reservation. 

JIT and JIT+ are examples of immediate channel reservation, while JET and Horizon 
are examples of delayed reservation schemes. The JumpStart signaling protocol may 
be implemented using either immediate or delayed reservation. 

Just-in-Time (JIT) resource reservation protocol was proposed by Wei and 
McFarland [3]. Under JIT, an output channel is reserved for a burst immediately after 
the arrival of the corresponding setup message. If a channel cannot be reserved 
immediately, then the setup message is rejected and the corresponding burst is lost. 
JIT protocol is an example of one-way resource reservation protocols with immediate 
resources reservation. JIT protocol uses explicit releases to set free the switch fabric 
resources. This message is sent either by the source node or the destination node, to 
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tear down all OXCs along the path on an existing connection trail. Whenever any 
network element detects a setup failure, it sends a release message to all network 
elements along the path to the source node. 

JumpStart [4]-[6] is a joint project supported by Advanced Research and 
Development Agency (ARDA) developed by the North Carolina State University 
(NCSU) and MCNC Research and Development Institute. The goal of JumpStart 
project is the definition of a signaling protocol and associated architecture for a WDM 
burst-switching network. Under JumpStart [4], a source edge OBS node first sends a 
setup message to its ingress OBS core node with information related to the burst 
transmission, including the source and destination addresses. If the ingress core node 
can switch the burst, it returns a setup Ack message to the edge node. Moreover, it 
forwards the setup message to the next node. Otherwise, the ingress core node refuses 
the setup message and returns a reject message to the edge node and the corresponding 
burst is dropped. In this case, the edge node enters in an idle period waiting for another 
burst. When a new burst arrives, the edge node repeats the process. 

Horizon protocol was proposed by Turner in Terabit Burst Switching [2]. Horizon 
is considered a resource reservation protocol in the sense that it performs a delayed 
reservation, as mentioned in [4]-[5], [8]. This resource reservation protocol introduces 
the concept of Time Horizon for a given channel and it is called Horizon because 
every data channel has a time horizon during which it is reserved. Time horizon is 
defined as the earliest time to which there is no prevision to use the channel 
(wavelength). This concept is used in other protocols with one-way resource 

reservation schemes such as JET and JIT+ that are considered in this section. In 
Horizon, an output channel is reserved for a burst only if the arrival of the burst 
happens after the time horizon for that channel; if upon the arrival of the setup 
message, the time horizon for that channel is later than the predicted arrival time of 
the first bit of the burst, then, the setup message is rejected and the corresponding 
burst is lost. 

Just-Enough-Time (JET) resource reservation protocol was proposed in [1]. Under 
JET, an output channel is reserved for a burst only if the arrival of the burst (1) 
happens after the time horizon defined for that channel, or (2) coincides with an idle 
state (Void) for that channel, and the end of the burst (plus the TOXC) is sooner than 

the end of the idle interval; if, when the Setup message arrives, it is determined that 
none of these conditions are met for any channel, then the setup message is rejected 
and the corresponding burst is lost. JET is the best-known resource reservation 
protocol having a delayed reservation scheme with void filling (idle state), which uses 
information (from the setup message) to predict the start and the end of the burst. The 
authors of JET made analytical and simulation studies which confirmed the good 
effects of delayed reservation on burst loss probability in an OBS network. 

The most recently proposed resource reservation protocol is JIT+ [8]. It was defined 
as an improvement of JIT and it combines JIT simplicity with the utilization of the 
time horizon used by delayed resource reservation protocols, such as Horizon or JET. 
JIT+ is a modified version of JIT protocol, which adds limited burst scheduling (for a 
maximum of two bursts per channel). Under JIT+, an output channel is reserved for a 
burst only if (i) the arrival time of the burst is later than the time horizon of that data 
channel and (ii) the data channel has at most one other reservation. 
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3   Network Model 

In this study, we consider OBS networks with the following mesh topologies: chordal 
rings with nodal degrees of 3 and 4, mesh-torus with 16 and 20 nodes, the NSFNET 
with 14-node and 21 links [12], the NSFNET with 16 nodes and 25 links [13], the 
ARPANET with 20 nodes and 32 links [12], [14], and the European Optical Network 
(EON) with 19 nodes and 37 links [15]. For comparison purposes bi-directional ring 
topologies are also considered. These topologies have the following nodal degree: 
ring: 2.0; degree-three chordal ring: 3.0; degree-four chordal ring: 4.0; degree-five 
chordal ring: 5.0; degree-six chordal ring: 6.0; mesh-torus: 4.0; NSFNET with 14-
node and 21 links: 3.0; the NSFNET with 16 nodes and 25 links: 3.125; the 
ARPANET with 20 nodes and 32 links: 3.2; and the EON: 3.89. 

Chordal rings are a well-known family of regular degree three topologies proposed 
by Arden and Lee in early eighties for interconnection of multi-computer systems 
[16]. A chordal ring is basically a bi-directional ring network, in which each node has 
an additional bi-directional link, called a chord. The number of nodes in a chordal 
ring is assumed to be even, and nodes are indexed as 0, 1, 2, …, N-1 around the N-
node ring. It is also assumed that each odd-numbered node i (i=1, 3, …, N-1) is 
connected to a node (i+w)mod N, where w is the chord length, which is assumed to be 
positive odd. For a given number of nodes there is an optimal chord length that leads 
to the smallest network diameter. The network diameter is the largest among all of the 
shortest path lengths between all pairs of nodes, being the length of a path determined 
by the number of hops. In each node of a chordal ring, we have a link to the previous 
node, a link to the next node and a chord. Here, we assume that the links to the 
previous and to the next nodes are replaced by chords. Thus, each node has three 
chords, instead of one. Let w1, w2, and w3 be the corresponding chord lengths, and N 

the number of nodes. We represented a general degree three topology by D3T(w1, w2, 

w3). We assumed that each odd-numbered node i (i=1, 3, …, N-1) is connected to the 

nodes (i+w1)mod N, (i+w2)mod N, and (i+w3)mod N, where the chord lengths, w1, 

w2, and w3 are assumed to be positive odd, with w1≤N-1, w2≤N-1, and w3≤N-1, and 

wi ≠ wj, ∀i≠j ∧ 1≤i,j≤3. In this notation, a chordal ring with chord length w is simply 

represented by D3T(1,N-1,w3).  

Now, we introduce a general topology for a given nodal degree. We assume that 
instead of a topology with nodal degree of 3, we have a topology with a nodal degree 
of n, where n is a positive integer, and instead of having 3 chords we have n chords. 
We also assume that each odd-numbered node i (i=1,3,…,N-1) is connected to the 
nodes (i+w1)modN, (i+w2)mod N, …, (i+wn)mod N, where the chord lengths, 

w1,w2,…wn are assumed to be positive odd, with w1≤N-1, w2≤N-1, …, wn≤N-1, and 

wi ≠ wj, ∀i≠j ∧ 1≤i,j≤n. Now, we introduce a new notation: a general degree n 

topology is represented by DnT(w1, w2,…,wn). In this new notation, a chordal ring 

family with a chord length of w3 is represented by D3T(1,N-1,w3) and a bi-directional 

ring is represented by D2T(1,N-1). 
We assume that each node of the OBS network supports F+1 wavelength channels 

per unidirectional link in each direction. One wavelength is used for signaling (carries 
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setup messages) and the other F wavelengths carry data bursts. Each OBS node 
consists of two main components [8]: i) a signaling engine, which implements the 
OBS resource reservation protocol and related forwarding and control functions; and 
ii) an optical cross-connect (OXC), which performs the switching of bursts from input 
to output. It is assumed that each OXC consists of non-blocking space-division switch 
fabric, with full conversion capability, but without optical buffers. It is assumed that 
each OBS node requires [8]: i) an amount of time, TOXC, to configure the switch 

fabric of the OXC in order to set up a connection from an input port to an output port, 
and requires ii) an amount of time, Tsetup(X) to process the setup message for the 

resource reservation protocol X, where X can be JIT, JET, and horizon. It is also 
considered the offset value of a burst under reservation scheme X, Toffset(X), which 

depends, among other factors, on the resource reservation protocol, the number of 
nodes the burst has already traversed, and if the offset value is used for service 
differentiation. As in [8], in this study it is assumed the mean burst size, 1/μ, is equal 
to 50 ms (equal to 5TOXC), and the burst arrival rate λ is such that λ/μ=32 or 

λ/μ=44.8. 

4   Performance Assessment 

This section presents a study of the effect of the setup message processing time and 
the optical cross-connect (OXC) configuration time on the performance of OBS 
networks with ring, degree-three and degree-four chordal ring topologies for JIT, 

JumpStart, JIT+, JET, and Horizon protocols. The topology with smallest diameter 
selected for degree-four chordal rings is D4T(1,19,3,9). Details about the simulator 
used to produce simulation results can be found in [17]. 

Figure 1 plots the burst loss probability as function of OXC configuration time in 
the last hop of D2T(1,19) and D3T(1,19,7) for the five protocols under study, with 
F=64 and λ/μ=32. In this figure a fixed value for TSetup time is assumed, which is the 

value defined for JIT, JumpStart, and JIT+ and estimated for JET and Horizon for 
currently available technology [8]. TOXC is assumed to range from the value estimated 

for a near future scenario (TOXC=20μs) up to ten times the value defined for currently 

available technology, i.e. TOXC=10*10ms=100ms. As may be seen in this figure, 

chordal rings clearly have better performance than rings for TOXC≤50ms. It may also 

be observed that for TOXC≤1ms, the performance of the chordal ring is independent of 

the change of the TOXC , which means that a reduction of the values of TOXC to ones 

smaller than 1ms does not improve the network performance. Moreover, it may also 
be observed that the relative performance of the five resource reservation protocols is 
similar, being JIT and JIT+ slightly better than the other ones.  

Figure 2 confirms results found in Figure 1. Figure 2 illustrates the burst loss 
probability as function of the setup message processing time (TSetup) in the last hop of 

D2T(1,19) and D3T(1,19,7) for the five protocols under study, with F=64 and 
λ/μ=32. Two scenarios are considered regarding TOXC: it assumes the value for the 
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Fig. 1. Burst loss probability as function of OXC configuration time in the last hop of 

D2T(1,19) and D3T(1,19,7) for JIT, JumpStart, JIT+, JET, and Horizon; F=64; λ/μ=32; 
TSetup(JIT)=TSetup(JumpStart)=TSetup(JIT+)=12.5μs; TSetup(JET)=50μs; TSetup(Horizon)=25μs. 
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Fig. 2. Burst loss probability as function of Setup processing time in the last hop of D2T(1,19) 

and D3T(1,19,7) for JIT, JumpStart, JIT+, JET, and Horizon; F=64; λ/μ=32 

 
currently available technology (TOXC=10ms) or an estimated value for a near future 

scenario (TOXC=20μs). For each curve of figure 2, TOXC is assumed to have a fix 

value while TSetup ranges between the values considered for the current available 
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Fig. 3. Burst loss probability as function of OXC configuration time in the last hop of 

D2T(1,19) and D3T(1,19,7) for JIT, JumpStart, JIT+, JET, and Horizon; F=64; λ/μ=32; 
with varied TSetup according to (1), (2), and (3) for each resource reservation protocol 

 
technology and the estimated values for the near future technology. Thus, TSetup 

ranges between 12.5μs and 1μs, for JIT, JumpStart, and JIT+, ranges between 25μs 
and 2μs for JET, and between 50μs and 4μs for Horizon. As may be seen in this 
figure, the performance of chordal rings is clearly better than rings and the behavior 
of the five protocols is very close. This figure confirms that the reduction of TSetup 

does not lead to a better network performance. It may also be observed that for 
chordal rings a reduction of the TOXC from 10 ms down to 20 μs leads to a 

performance improvement about two orders of magnitude. For rings, the burst loss is 
so high that the reduction of TOXC does not have impact on the network performance. 

In figure 3 it is assumed that the change of TSetup is a function of the variation of 

TOXC according to a linear interpolation. Therefore, the value of TSetup for JIT, 

JumpStart, and JIT+ protocols, where X is the correspondent resource reservation 
protocol is given by: 
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Fig. 4. Burst loss probability as function of OXC configuration time in the last hop of 

D3T(1,19,7) and D4T(1,19,3,9) for JIT, JumpStart, JIT+, JET, and Horizon; F=64; λ/μ=44.8; 
with varied TSetup according to (1), (2), and (3) for each resource reservation protocol 
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Fig. 5. Burst loss probability as function of OXC configuration time in the last hop of NSFNET 

(N=14), NSFNET (N=16), ARPANET, and D3T(1,19,7) for JIT, JumpStart, JIT+, JET, and 
Horizon; F=64; λ/μ=32; TSetup(JIT) = TSetup(JumpStart) = TSetup(JIT+) = 12.5μs; 

TSetup(JET)=50μs; TSetup(Horizon)=25μs 
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Figure 3 shows the burst loss probability as function of OXC configuration time in 

the last hop of D2T(1,19) and D3T(1,19,7) for JIT, JumpStart, JIT+, JET, and 
Horizon, being TSetup  computed according to (1), (2), and (3)  for  each  protocol.  As 

may be seen, for TOXC<0.1ms, a small change in the burst loss can be observed 

regarding figure 1. However, this small change is not significant in terms of network 
performance and therefore, this figure also confirms the previous observations about 
the influence of Tsetup and TOXC in the network performance. 

Figure 4 plots the burst loss probability as function of OXC configuration time in 
the last hop of D3T(1,19,7) and D4T(1,19,3,9) for the five protocols under study, with 
F=64, λ/μ=44.8. TSetup is assumed to change with TOXC, according to (1), (2), and (3). 

Again, values of TOXC smaller than 1ms do not have a significant impact. It may also 

be observed that the relative performance of the five protocols is similar. Fig. 5 
confirms the results of Fig. 1 for the following topologies: NSFNET (N=14), 
NSFNET (N=16), and ARPANET. We have also investigated other mesh topologies 
such as mesh-torus and the European Optical Network and similar results have been 
obtained regarding the independent network behaviour for TOXC<0.1ms and the 

similar performance of the five resource reservation protocols under study. 

5   Conclusions 

In this paper, we presented an analysis of the influence of setup message processing 
time and optical switch configuration time on the performance of OBS mesh networks 
with the following topologies: rings, chordal rings, NSFNET, ARPANET. The 
performance assessment was carried out for the following five one-way resource 

reservation protocols: JIT, JumpStart, JIT+, JET, and Horizon. It was shown that the 
network performance is almost independent of the optical switch configuration time 
when this time is smaller than 0.1ms. It was also shown that setup message processing 
time does not have a significant impact on the network performance. It was also 
observed that the five resource reservation protocols under study have a similar 
performance. 
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Department of Computer Engineering, Bilkent University, TR-06800 Ankara, Turkey
{selimc, korpe, oulusoy}@cs.bilkent.edu.tr

Abstract. A P2P network that is overlayed over Internet can consist
of thousands, or even millions of nodes. To analyze the performance of a
P2P network, or an algorithm or protocol designed for a P2P network,
simulation studies have to be performed quite often, and simulation stud-
ies require the use of appropriate models for various components and
parameters of a P2P network simulated. Therefore it is important to
have models and statistical information about various parameters and
properties of a P2P network. This paper tries to model and obtain the
characteristics of some of the important parameters of one widely used
P2P network, Gnutella. The methodology to derive the characteristics
is based on collecting P2P protocol traces from the Gnutella network
that is currently running over the Internet, and analyzing the collected
traces. The results we present in this paper will be an important ingredi-
ent for studies that are based on simulation of P2P networks, especially
unstructured P2P networks.

1 Introduction

Peer-to-peer (P2P) systems enable formation of huge overlay networks over In-
ternet and allow users to become active participants in these networks. Each
node is called a servent in a P2P network and acts both as a server and a
client. There are several types of P2P networks, including unstructured P2P
networks [2], loosely structured P2P networks, and structured P2P networks [1].
Unstructured P2P networks can further be divided into three types, which are
pure, hybrid, and centralized. In pure unstructured P2P networks, each node
has equal responsibilities. In other type of unstructured P2P networks [3], on
the other hand, some nodes can take special responsibilities like holding an index
of the resources shared by the neighboring nodes.

Unstructured P2P systems are good candidates for serving large number
of Internet users due to their distributed nature. The major problem with un-
structured P2P systems, however, is efficiently locating the requested resources
(efficient search). The current mechanism for searching is based on flooding the
query messages and therefore it is not efficient. There exists a substantial amount
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of research on improving the performance of unstructured peer-to-peer networks,
including the performance of search operations, and there are many methods pro-
posed. Evaluating the methods and their performance, however, is not easy. The
number of nodes constituting a P2P network is huge and there are lots of param-
eters that should be considered, which make analytical approaches quite difficult
to use in the evaluations. Therefore we have to resort to simulation models quite
often. But building accurate and correct simulation models requires accurate
modeling of the properties and workloads of real-life systems that are simulated.
Therefore, it is important to characterize and model the parameters and work-
loads of real P2P systems that are operational in order to be able to simulate
them accurately.

In this paper, we aim to characterize some of the important parameters of
an operational unstructured P2P network, the Gnutella network, by examing
the protocol traffic traces that we have collected from the Gnutella network. In
analyzing and summarizing these traces, we have focused on the characterization
of keywords (their numbers and types) in queries, time-to-live (TTL) values in
query messages, peers’ contribution to the network, and the characteristics of
repeated queries.

The paper is organized as follows. In section 2, some of the related work
is described. Then, in section 3, our Gnutella crawler that is used to collect
traces from the Gnutella network is described together with our methodology
in collecting the traces. In section 4, the results derived from the traces are
presented, and finally in section 5 our findings are summarized.

2 Related Work

There exist several studies on the measurement and analysis of several P2P net-
works. The study on [4] lists some of the important parameters that should be
considered when simulating a P2P file sharing network. In this study, a model
for some of the parameters are derived from real world observations, and the
parameters considered are separated into two groups. The first group of param-
eters are related with the distribution of resources in the P2P network, and the
second group of parameters are related with modeling the behavior of peers. The
main difference of our study from [4] is that we try to characterize P2P network
parameters using traces collected by custom P2P crawlers. We also investigate
some parameters that are not investigated in [4].

The authors of [5] has conducted an analysis of the Gnutella network using
crawlers, like we did. They logged for an hour the query and query hit messages
seen at three different points on the Gnutella network. The study of the logged
messages is focused on the detailed analysis of repeated queries, the TTL val-
ues seen in the queries, and the inter-arrival times of submited queries. In this
paper, we also analyze some aspects of repeated queries and the TTL values
of user submited queries. But we are more focusing on the characterization of
initial TTL values set in the queries, and on the characterization of inter-arrival
times of repeated queries. A similar study to [5] is presented in [6]. That study,
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however, is more focused on content analysis of queries. It derives and lists some
popular keywords that are used in submited queries. In this aspect, the work
also resembles to what we did, but we are also trying to find a model for the
repetition count of popular keywords.

The study presented in [7] also uses crawlers to collect message traces from
Napster and Gnutella networks. It plots cumulative distributions of peer char-
acteristics such as the number of resources shared, the uptime of peers, and the
bandwidth capacity of peers. In this paper, we also focus on similar parameters
such as the number of resources shared by peers, but we also try to come up
with a model that can be used to generate similar values for these parameters
in simulation studies.

3 Methodology

To derive information about various parameters of a Gnutella network, we fol-
lowed a methodology similar to the one described in [7]. We programmed a
custom Gnutella crawler to collect Gnutella network traces. Using the crawler
we gathered large sets of data and logged them on a local disk. The logged data
includes various Gnutella protocol messages that suit our measurement goals.
After logging the Gnutella messages, we also probed numerous nodes, whose
addresses are obtained from the logged messages, in order to have an idea about
the duration of node uptimes.

In this section, we first briefly introduce the Gnutella architecture and its
protocol messages. Then we describe beriefly our Gnutella crawler that is used
to collect Gnutella protocol messages transported over a portion of the Gnuetella
network. We then introduce and describe some of the P2P network parameters
which we are trying to characterize and estimate using the message logs we
obtained via our crawler.

3.1 Gnutella

In Gnutella network, peers form an overlay network over Internet by opening
point-to-point TCP connections to each other. To join the overlay, a newcoming
peer has to discover a small subset of the active overlay participants. This discov-
ery is done by querying the hostcaches, which hold the IP addresses of some of
the high-uptime participants. Each Gnutella compatible P2P client comes with
a set of predefined hostcache addresses. After discovering a set of the peers to
join, a newcomer initiates Gnutella handshake with a peer in that set. During
this handshake, both the newcomer peer and the peer that is already part of
the Gnutella network indicate to each other the Gnutella protocol version they
are using and the extensions they support [2]. If the peer that is already part
of the Gnutella network can accept the connection request from the newcoming
peer, it indicates this by sending an OK message. If, on the other hand, the peer
cannot accept the connection, it indicates the reason why it cannot accept the
connection and provides the newcomer with a set of peers it knows. This way
the newcomer can discover other peers without further querying the hostcache.
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After a succsessful connection establishment, peers start exchanging Gnutella
protocol messages. A Gnutella message header consists of a global unique iden-
tifier (GUID) field, a time-to-live (TTL) field, a hops field, a payload type field,
and a payload length field. The GUID is used to overcome routing loops that may
occur in the overlay. To prevent routing loops, a peer receiving two messages with
the same GUID ignores the second one. Each peer receiving a Gnutella message
increases the hops count value in the message by one and also decreases the TTL
value by one. When the TTL value of a message reaches to zero, the message is
not forwarded anymore. The payload type field is used by peers to distinguish
different types of Gnutella messages. There are five types of Gnutella messages
which are Query, QueryHit, Bye, Ping, and Pong messages.

A Query message contains the user submitted query string as its payload.
A peer receiving a Query message checks its shared resources for a match to
the query string included in the Query message. If the peer has resources that
match the query string, it sends a Query Hit message back. The Query Hit
message is set the same TTL value as the hops field of the corresponding Query
message. The payload of the Query Hit message contains the physical address
of the originator and the names of the resources that match the corresponding
query.

The Ping and Pong messages are used to exchange topological information.
When a peer receives a Ping message, it answers back with at least 10 Pong
messages each containing the physical addresses of other peers that are collected
again by sending Ping messages. Bye is used by a peer to indicate its disconnec-
tion from the network to its neighbors.

3.2 Gnutella Crawler

Our Gnutella crawler is written in Java and follows the Gnutella protocol speci-
fication version v0.6 [2]. First, the crawler connects to the HTTP address gweb-
cache2.limewire.com:9000/gwc to collect physical addresses of some active peers.
It then starts opening connections to those peers and also builds its own host-
cache from the physical addresses collected via unsuccessful connection attempts
and Pong messages. After connecting to three peers successfully, the crawler
starts monitoring and logging Gnutella messages considering the parameters we
are going to discuss in mind.

3.3 Measured Parameters

The simulation of a Gnutella network requires consideration of a lot of parame-
ters. We focused only a subset of all possible parameters and tried to understand
the nature of the values of these parameters in the Gnutella network. We now
introduce the parameters we focused on, and describe how the related traces are
collected to obtain the characteristics of these parameters.

Number of keywords contained in a query: For semantic routing techniques, key-
words in a query define routing rules for that query. Thus, the more keywords
a query has, the more information the routing technique can extract about the
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query’s route. It is widely believed that P2P users submit short queries consisting
of one or two keywords, so its difficult to apply semantic routing techniques. To
test this belief, we have programmed the crawler to collect 10 thousand queries
from five different connection sets (each set consisting of different nodes). After
collecting the data, the queries are tokenized with “. *()",;:!?” deliminators
to extract the keywords and then each keyword is counted. To combine the
counts from different connection sets, the averages of the counts is taken.

Repetition rate of keywords in queries: It is a fact that in P2P networks there
exist some popular resources which are queried a lot. Many protocols that try
to improve search quality rely on repetition rate of keywords in queries. So it is
important to develop a model for popular keywords for such techniques.

To develop this model, we have used the tokenized queries of the previous pa-
rameter and hashed each keyword using Java’s string class, which hashes strings
by adding the integer values of each character in a string. These hashed key-
words are used as a key to index the hash table holding the number of accesses
made to the cells. We have given the highest rank of 1 to the mostly accessed
cell, which in turn is the keyword with the highest repetition.

Initial TTL values of queries: For P2P simulations, the initial TTL values set in
Query messages play an important role, since Query messages can travel longer
distances with a higher TTL value which increases the chance of finding the
resources requested by the query. The TTL value in a query is also important
for determining the bandwidth required for various protocols. Gnutella protocol
specifition [2] states that TTL values in queries should be set to 7. However, the
fact that many Gnutella clients today use shorter initial TTL values makes TTL
an important parameter to achive relalistic P2P simulations.

To keep track of TTL values, while collecting query data for the previous
parameters we have also programmed the crawler to log the TTL and hops
values of the received queries. The initial TTL values are calculated by adding
these two values. Again averages of several collected data sets are used to obtain
the final estimates.

Peers’ contribution to the network: Distribution of resources to peers in a P2P
simulation should also be handled carefully, since the query hit rate is directly
affected by this parameter. Some previous studies show that %25 of the Gnutella
peers do not share any files at all, and %7 of peers share 100 files [7].

To collect the required data to estimate the distibution characterictics of
resources, the crawler has been programmed to collect 10 thousand Pong mes-
sages from five different connections sets. The collected Pong messages contain
the total number and size of resources shared by these nodes.

Query hit to query ratio: Although peers’ contribution to the network greatly
affects the Query Hit messages returned to Query messages, the popularity of
the shared resources is another important factor that can affect the Query Hits,
since popular resources will be queried more than other ones. So it is not only
important how many files a peer shares, but it is also important what kind of files
the peer shares. It is hard to model the popularity of shared resources, however,
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collecting the number of Query messages with matching Query Hit messages
in the Gnutella network may give an idea. Assuming, for example, x% of the
queries in the collected data have a matching Query Hit message, we then can
adjust the popularity parameter in a simulation so that the chance of getting a
Query Hit to a Query message is x%.

To find the Query to Query hit ratio, our crawler uses a hash table. This hash
table holds the GUID of a Query message as a key and stores the corresponding
Query Hit message as data. Upon receiving a Query message, the crawler inserts
a null Query Hit message, which has zero as the hit-count, to the hash table.
Since the Query Hit message has the same GUID as a Query message, upon
receiving a Query Hit message, the crawler searches the GUID of the message in
the hash table, and if found, the Query Hit message is inserted to the table. By
collecting the Query Hit messages in this way, we found the chance of getting a
Query Hit to a submitted Query message.

Repeated queries: When the P2P network does not return any results to a query
submitted by a user, the query is re-submitted by the user or the P2P client
software. Thus, it may be important to model this behaviour for simulation of
caching systems.

In order to find out how many queries are repeated in a five different query
sets each containing 10 thousand queries, we have hashed the query string in
a Query message together with the hops value of the message, again by using
Java’s string class. If two different queries are hashed to the same cell, then that
query is marked as a repeated query. Although it is impossible to know which
peer has submitted the query when the hops value is greater than 1, two queries
with the same query string and the same hops value have a very high probability
of being repeated, thus we have used this method to recognize repeated queries.

TTL values of repeated queries: When a user of a P2P system re-submits a query,
it provides some advantage for the P2P client to send the query to the network
with a higher TTL value. Although Gnutella specification does not mention this,
some clients may have adapted this aproach in order to increase search quality.
This makes it important to analyze the TTL values in repeated queries.

4 Results

In this section we present our results about the characteristics of the parameters
that we have desribed. Before that, however, we would like to mention about
the overall Gnutella message traffic characteristics we observed in our setup. In
our collected traces, we have observed the following distribution of the Gnutella
messages monitored: 1% Query Hit messages, 8% Ping messages, and 91% Query
messages. The overhead of flooding of Query messages is clearly seen from these
results. Thus the need for a protocol that reduces this overhead is clear.

In Figure 1, the distribution of the number of keywords submitted in a query
is shown. Our analysis of the related traces shows that 68477 queries out of
100 thousand queries contain less than 5 keywords. We found 4 as the mean
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of the number of keywords that can be seen in a query. Queries with just one
keyword constitute the 10% of all queries we analyzed. The Figure 1 indicates
that users tend to submit more descriptive queries instead of submitting single-
keywords queries. It is also interesting to notice that 1561 queries out of 100
thousand queries contain more that 7 keywords which makes around 1.5% of all
the queries analyzed.

Figure 2 shows the repetition count of keywords in user submitted queries. In
plotting the graphs in the figure, we first ranked all the keywords with respect to
their repetition count. In Figure 2-a, the x-axis is the rank of the keywords, and
the y-axis is the repetition count of the keywords with respect to those ranks. The
analysis of this plot shows that the repetition count of keywords obeys a power-
law distribution with respect to the rank of keywords. We think this is due to
popularity of some keywords. Since the curve on the graph is steeply decreasing,
we only plotted the repetition counts up to rank 1000. Otherwise it was difficult
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to identify the curve on the graph. To better show that the repetition count of
keywords obey a power-law distrubution, we plotted the repetition count versus
rank of keywords in logarithmic scale, and fit a polynomial with degree 1 to the
curve obtained in this manner. The Figure 2-b shows the plot in logarithmic
scale with the fitted polynomial (in this plot we did not limit the rank). The
fitted polynomial has coefficients -1.028 and 4.74 (i.e. it is the line described by
equation y = −1.028× x + 4.74).

From the Gnutella messages we have collected, we have observed that ma-
jority of the Gnutella clients (89%) set the initial TTL value to 4 in a Query
message. The clients setting the initial TTL value to 3 constitute around 11%
of the peers. The number of clients setting the initial TTL value to something
else is less than 1% and therefore negligible. We also tested what happens if a
client tries to submit Query messages with larger initial TTL values than 4. For
this we modified our Gnutella client so that it submits queries to the network
with TTL values larger than 4. We have noticed that majority of the clients
around us have lowered the TTL value to 4. We believe that Gnutella develop-
ers have taken such an action to lower the overhead introduced by the flooding
mechanims used for disseminating the queries.

In Figure 3, we show the cummulative distribution function of number of
files shared by a peer. On the x-axis we have the number of files shared, and on
the y-axis we have the fraction of peers sharing number of files that is less than
or equal to the corresponding value indicated on the x-axis. From the figure we
see that 50 peers out of 420 peers share zero files. In other words, nearly 10%
percent of peers do not share any files. The figure also reveals that only around
5% of peers share more than one thousand files. These are not suprising results
since it is a quite well-known fact that only a small precentage of peers in a P2P
network share huge numbers of files. It is also interesting to notice that although
many peers indicate that they share small number of files, these shared files
are quite large in size (around 2 GB). This leads us to believe that in Gnutella
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network users tend to search and download large files which in turn causes peers
to share large files.

Although Query to Query Hit ratio greatly depends on the queries submit-
ted, as reported in the beginning of this section, our measurements indicate that
Query Hit messages constitute only %1 of the overall P2P message traffic ob-
served in the traces. This implies quite a small value for Query to Query Hit
ratio.

A query string can be repeated by a peer because the results obtained in
previous query submissions may not be found satisfactory by the peer. Out of
the 100 thousand queries observed, we have identified 15678 queries as repeated
queries. This constitutes 15% of all the queries observed. queries we have ob-
served that the majority of the queries are repeated twice (81% of all queries).
The percent of queries that are submitted three times is 14%. We have found
that only 2 queries are submitted to the network more than 5 times. These two
queries have all ”?” as query strings, which we believe are used by peers to dis-
cover all the names of the resources shared by their neighbors, although nothing
about this is mentioned in Gnutella protocol specifiction. Our inter-arrival time
analysis for repeated queries shows that on average there is 21 minutes between
each repeated query, which is a reasonable time, since a user re-submits a query
after the arrival and inspection of the previous results. Our TTL analysis for
repeated queries shows that the initial TTL values of these repeated queries are
not increased by the clients submitting these queries. Given that majority of the
queries are repeated only twice, we can say that a Gnutella user is statisfied with
the results after a second submission that comes after a sufficient inter-arrival
time (around 21 minutes). Since the mean uptime of Gnutella peers are around
60 minutes [5], we conclude that there is no need for an increase in the TTL of the
repeated queries for the purpose of getting better results, and therefore we find
the decision made by Gnutella developers about not to increase the TTL values
in repeated queries to be correct; since by the time the query is re-submitted
new nodes would join the network so there is no need to increase the TTL value
of a query.

5 Conclusion

In this paper we derived characteristics of some important Gnutella network pa-
rameters based on real network traces obtained from the current live Gnutella
network. As already mentioned by several studies, we have verified that a large
portion of Gnutella protocol messages seen on a Gnutella network is constituted
by Query messages which are disseminated through a simple and inefficient flood-
ing mechanism. This clearly indicates the need for more clever algorithms for
disseminating queries in unstructured P2P networks to reduce the messaging
overhead and to provide better scalability.

Our results also indicate that most submitted queries contain query strings
that consist of multiple keywords, as opposed to the common assumption in
various simulations that a query consists of a single keyword. We also found
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that repetition count of keywords seen in a P2P network obeys a power-law
distribution with respect to the rank of keywords where the keyword that is
repeated the most has a rank of 1. We also verified the fact that not all peers
contribute to a P2P network at the same level. A small portion of peers share a
large portion of all files available in the network. Our traces also revelated the
fact the same query string is not repeated too much by the same peer. Also a
peer does not increase the initial TTL (time-to-live) values of repeated queries to
enlarge the search horizon. We have found that most submitted queries have an
initial TTL value of 4, and even though a peer submits a query with a larger TTL
value, the neighboring peers immediately reduce the TTL to a value below 4.

We think that our findings can be important for P2P network simulation
studies that are looking for models and information about some of the important
parameters of P2P networks.
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Abstract. Dense subgraphs of sparse graphs (communities), which ap-
pear in most real-world complex networks, play an important role in
many contexts. Computing them however is generally expensive. We
propose here a measure of similarities between vertices based on random
walks which has several important advantages: it captures well the com-
munity structure in a network, it can be computed efficiently, it works
at various scales, and it can be used in an agglomerative algorithm to
compute efficiently the community structure of a network. We propose
such an algorithm which runs in time O(mn2) and space O(n2) in the
worst case, and in time O(n2 log n) and space O(n2) in most real-world
cases (n and m are respectively the number of vertices and edges in the
input graph).

1 Introduction

Recent advances have brought out the importance of complex networks in many
different domains such as sociology (acquaintance or collaboration networks), bi-
ology (metabolic networks, gene networks) or computer science (Internet topol-
ogy, Web graph, P2P networks). We refer to [1,2,3,4,5] for reviews from different
perspectives and for an extensive bibliography. The associated graphs are in
general globally sparse but locally dense: there exist groups of vertices, called
communities, highly connected between them but with few links to other ver-
tices. This kind of structure brings out much information about the network.

This notion of community is however difficult to define formally. Many def-
initions have been proposed in social networks studies [1], but they are too
restrictive or cannot be computed efficiently. However, most recent approaches
have reached a consensus, and consider that a partition P = {C1, . . . , Ck} of the
vertices of a graph G = (V, E) (∀i, Ci ⊆ V ) represents a good community struc-
ture if the proportion of edges inside the Ci (internal edges) is high compared
to the proportion of edges between them. Therefore, we will design an algorithm
which finds communities satisfying this criterion.

We will consider throughout this paper an undirected graph G = (V, E) with
n = |V | vertices and m = |E| edges. We impose that each vertex is linked to
itself by a loop (we add these loops if necessary). We also suppose that G is
connected, the case where it is not being treated by considering the components
as different graphs.
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1.1 Our Approach and Results

Our approach is based on the following intuition: random walks on a graph tend
to get “trapped” into densely connected parts corresponding to communities.
We therefore begin with a theoretical study of random walks on graphs. Using
this, we define a measurement of the structural similarity between vertices and
between communities, thus defining a distance. We relate this distance to existing
spectral approaches of the problem. But our distance has an important advantage
on these methods: it is efficiently computable, and can be used in a hierarchical
clustering algorithm (merging iteratively the vertices into communities). One
obtains this way a hierarchical community structure that may be represented
as a tree structure called dendrogram (an example is provided in Figure 1).
We propose such an algorithm which computes a community structure in time
O(mnH) where H is the height of the corresponding dendrogram. The worst case
is O(mn2). But most real-world complex networks are sparse (m = O(n)) and,
as already noticed in [6], H is generally small and tends to the most favourable
case in which the dendrogram is balanced (H = O(log n)). In this case, the
complexity is therefore O(n2 log n).

1.2 Related Work

Community detection is related to the classical problem of graph partitioning
that consists in splitting a graph into a given number of groups while minimizing
the cost of the edge cut [7,8]. However, these algorithms are not well suited
to our case because they need the number of communities and their size as
parameters. The recent interest in the domain has started with a new divisive
approach proposed by Girvan and Newman [9,10]: the edges with the largest
betweenness are removed one by one in order to split hierarchically the graph
into communities. This algorithm runs in time O(m2n). Similar algorithms were
proposed by Radicchi et al [11] and by Fortunato et al [12]. The first one uses
a local quantity (the number of loops of a given length containing an edge) to
choose the edges to remove and runs in time O(m2). The second one uses a more
complex notion of information centrality with a time complexity O(m3n).

Hierarchical clustering is another classical approach: from a measurement of
the similarity between vertices, an agglomerative algorithm groups iteratively
the vertices into communities (different methods exist, differing on the way of
choosing the communities to merge at each step). Several agglomerative methods
have been recently introduced. Newman proposed in [13] a greedy algorithm that
starts with n communities corresponding to the vertices and merges communities
in order to optimize a function called modularity which measures the quality of
a partition. This algorithm runs in O(mn) and has recently been improved to
a complexity O(mH log n) (with our notations) [6]. The algorithm of Donetti
and Muñoz [14] uses the eigenvectors of the Laplacian matrix of the graph to
measure the similarities between vertices. The complexity is determined by the
computation of all the eigenvectors, in O(n3) time for sparse matrices. Other
interesting methods have been proposed, see for instance [15,16,17,18].
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Random walks have already been used to infer structural properties of net-
works in some previous works. Gaume [19] used this notion in linguistic context.
Fouss et al [20] used the Euclidean commute time distance based on the average
first-passage time of walkers. Zhou and Lipowsky [21] introduced another dissim-
ilarity index basd on the same quantity, it has been integrated in a hierarchical
algorithm (Netwalk). Markov Cluster Algorithm [22] iterates two matrix oper-
ations (one corresponding to random walks) bringing out clusters in the limit
state. Unfortunately the three last approaches runs in O(n3) and cannot manage
networks with more than a few thousand vertices. Our approach has the main
advantage to be significatively faster while producing very good results.

2 Preliminaries on Random Walks

The graph G is associated with its adjacency matrix A: Aij = 1 if vertices i and
j are connected and Aij = 0 otherwise. The degree d(i) =

∑
j Aij of the vertex

i is the number of its neighbors (including itself). To simplify the notations, we
only consider unweighted graphs in this paper. It is however trivial to extend
our results to weighted graphs (Aij ∈ R+ instead of Aij ∈ {0, 1}).

Let us consider a discrete random walk process (or diffusion process) on the
graph G (see [23] for a complete presentation of the topic). At each time step
a walker is on a vertex and moves to a vertex chosen randomly and uniformly
among its neighbors. The sequence of visited vertices is a Markov chain, the
states of which are the vertices of the graph. At each step, the transition prob-
ability from vertex i to vertex j is Pij = Aij

d(i) . This defines the transition matrix
P of the random walk.

The process is driven by the powers of the matrix P : the probability of going
from i to j through a random walk of length t is (P t)ij . In the following, we will
denote this probability by P t

ij . It satisfies two general properties of the random
walk process which we will use in the sequel:

Property 1. When the length t of a random walk starting at vertex i tends
towards infinity, the probability of being on a vertex j only depends on the
degree of vertex j (and not on the starting vertex i): ∀i, limt→+∞ P t

ij = d(j)∑
k d(k) .

Property 2. The probabilities of going from i to j and from j to i through a
random walk of a fixed length t have a ratio that only depends on the degrees
d(i) and d(j): ∀i,∀j, d(i)P t

ij = d(j)P t
ji.

3 Comparing Vertices Using Short Random Walks

In order to group the vertices into communities, we will now introduce a distance
r between the vertices that captures the community structure of the graph. This
distance must be large if the two vertices are in different communities, and on
the contrary if they are in the same community it must be small. It will be
computed from the information given by random walks in the graph.
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Let us consider random walks on G of a given length t. We will use the infor-
mation given by all the probabilities P t

ij to go from i to j in t steps. The length
t of the random walks must be sufficiently long to gather enough information
about the topology of the graph. However t must not be too long, to avoid the
effect predicted by Property 1; the probabilities would only depend on the de-
gree of the vertices. Each probability P t

ij gives some information about the two
vertices i and j, but Property 2 says that P t

ij and P t
ji encode exactly the same

information. Finally, the information about vertex i encoded in P t resides in
the n probabilities (P t

ik)1≤k≤n, which is nothing but the ith row of the matrix
P t, denoted by P t

i.. To compare two vertices i and j using these data, we must
notice that:

– If two vertices i and j are in the same community, the probability P t
ij will

surely be high. But the fact that P t
ij is high does not necessarily imply that

i and j are in the same community.
– The probability P t

ij is influenced by the degree d(j) because the walker has
higher probability to go to high degree vertices.

– Two vertices of a same community tend to “see” all the other vertices in the
same way. Thus if i and j are in the same community, we will probably have
∀k, P t

ik 
 P t
jk.

We can now give the definition of our distance between vertices, which takes into
account all previous remarks:

Definition 1. Let i and j be two vertices in the graph and

rij =

√√√√ n∑
k=1

(P t
ik − P t

jk)2

d(k)
=
∥∥∥D− 1

2 P t
i. − D− 1

2 P t
j.∥∥∥ (1)

where ‖.‖ is the Euclidean norm of Rn.

One can notice that this distance can also be seen as the L2 distance between
the two probability distributions P t

i. and P t
j.. Notice also that the distance

depends on t and may be denoted rij(t). We will however consider it as implicit
to simplify the notations.

Theorem 1. The distance r is related to the spectral properties of the matrix P

r2
ij =

n∑
α=2

λ2t
α (vα(i) − vα(j))2

where (λα)1≤α≤n and (vα)1≤α≤n are respectively the eigenvalues and right eigen-
vectors of the matrix P .

This theorem relates random walks on graphs to the many current works that
study spectral properties of graphs. For example, [24] notices that the modular
structure of a graph is expressed in the eigenvectors of P (other than v1) that
corresponds to the largest positive eigenvalues. If two vertices i and j belong
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to a same community then the coordinates vα(i) and vα(j) are similar in all
these eigenvectors. Moreover, [25,26] show in a more general case that when an
eigenvalue λα tends to 1, the coordinates of the associated eigenvector vα are
constant in the subsets of vertices that correspond to communities. A distance
similar to ours (but that cannot be computed directly with random walks) is also
introduced: d2

t (i, j) =
∑n

α=2
(vα(i)−vα(j))2

1−|λα|t . Finally, [14] uses the same spectral
approach applied to the Laplacian matrix of the graph L = D − A.

All these studies show that the spectral approach takes an important part
in the search for community structure in graphs. However all these approaches
have the same drawback: the eigenvectors need to be explicitly computed (in
time O(n3) for a sparse matrix). This computation rapidly becomes untractable
in practice when the size of the graph exceeds some thousands of vertices. Our
approach is based on the same foundation but has the advantage of avoiding
the expensive computation of the eigenvectors: it only needs to compute the
probabilities P t

ij , which can be done efficiently as shown in the following theorem.

Theorem 2. All the probabilities P t
ij can be computed in time O(tnm) and space

O(n2). Once these probabilities computed, each distance rij can be computed in
time O(n).

Proof. To compute the vector P t
i., we multiply t times the vector P 0

i. (∀k,
P 0

i.(k) = δik) by the matrix P . This direct method is advantageous because the
matrix P is generally sparse (for real-world complex networks) therefore each
product is processed in time O(m). The initialization of P 0

i. is done in O(n) and
thus each of the n vectors P t

i. is computed in time O(n+ tm) = O(tm). Once we
have the two vectors P t

i. and P t
j., we can compute rij in O(n) using Equation

(1).

Now we generalize our distance between vertices to a distance between com-
munities in a straightforward way. Let us consider random walks that start from
a community: the starting vertex is chosen randomly and uniformly among the
vertices of the community. We define the probability P t

Cj to go from community
C to vertex j in t steps:

P t
Cj =

1
|C|

∑
i∈C

P t
ij

This defines a probability vector P t
C. that allows us to generalize our distance:

Definition 2. Let C1, C2 ⊂ V be two communities. We define the distance
rC1C2 between these two communities by:

rC1C2 =
∥∥∥D− 1

2 P t
C1. − D− 1

2 P t
C2.∥∥∥ =

√√√√ n∑
k=1

(P t
C1k − P t

C2k)2

d(k)

This definition is consistent with the previous one: rij = r{i}{j} and we can also
define the distance between a vertex and a community. Given the probability
vectors P t

C1. and P t
C2., the distance rC1C2 is also computed in time O(n).
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4 The Algorithm

In the previous section, we have proposed a distance between vertices (and
between sets of vertices) to capture structural similarities between them. The
problem of finding communities is now a clustering problem. We will use here
an efficient hierarchical clustering algorithm that allows us to find community
structures at different scales. We present an agglomerative approach based on
Ward’s method [27] that is well adapted to our distance and gives very good
results while reducing the number of distance computations in order to be able
to process large graphs.

We start from a partition P1 = {{v}, v ∈ V } of the graph into n communities
reduced to a single vertex. We first compute the distances between all adjacent
vertices. Then this partition evolves by repeating the following operations. At
each step k:

– Choose two communities C1 and C2 in Pk on a criterion based on the distance
between the communities that we detail later.

– Merge these two communities into a new community C3 = C1 ∪ C2 and
create the new partition: Pk+1 = (Pk \ {C1, C2}) ∪ {C3}.

– Update the distances between communities (we will see later that we actually
only do this for adjacent communities).
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Fig. 1. (a) An example of community structure found by our algorithm using random
walks of length t = 3. (b) The stages of the algorithm encoded as a tree (dendrogram).
The maximum of Q, plotted in (c), shows that the best partition consists in two
communities.
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After n − 1 steps, the algorithm finishes and we obtain Pn = {V }. Each step
defines a partition Pk of the graph into communities, which gives a hierarchical
structure of communities called dendrogram (see Figure 1(b)). This structure
is a tree in which the leaves correspond to the vertices and each internal node
is associated with a merging of communities in the algorithm: it corresponds
to a community composed of the union of the communities corresponding to its
children. The key points in this algorithm are the way we choose the communities
to merge, and the fact that the distances can be updated efficiently. We will also
need to evaluate the quality of a partition in order to choose one of the Pk as
the result of our algorithm. We will detail these points below, and explain how
they can be managed to give an efficient algorithm.

Choosing the communities to merge. This choice plays a central role for the
quality of the community structure created. In order to reduce the complexity,
we will only merge adjacent communities (having at least an edge between them).
This reasonable heuristic (already used in [13] and [14]) limits to m the number
of possible mergings at each stage. Moreover it ensures that each community
is connected. We choose the two communities to merge according to Ward’s
method. At each step k, we merge the two communities that minimize the mean
σk of the squared distances between each vertex and its community.

σk =
1
n

∑
C∈Pk

∑
i∈C

r2
iC

This approach is a greedy algorithm that tries to solve the problem of maximizing
σk for each k. But this problem is known to be NP-hard: even for a given k,
maximizing σk is the NP-hard “K-Median clustering problem”. So for each pair
of adjacent communities {C1, C2}, we compute the variation Δσ(C1, C2) of σ
if we would merge C1 and C2 into a new community C3 = C1 ∪ C2 and we
merge the two communities that give the lowest value of Δσ. This quantity only
depends on the vertices of C1 and C2, and not on the other communities or on
the step k of the algorithm:

Δσ(C1, C2) =
1
n

( ∑
i∈C3

r2
iC3

−
∑
i∈C1

r2
iC1

−
∑
i∈C2

r2
iC2

)
(2)

Computing Δσ and updating the distances. The important point here is to notice
that these quantities can be efficiently computed thanks to the fact that our
distance is a Euclidean distance, which makes it possible to obtain the following
classical result [28]:

Theorem 3. The increase of σ after the merging of two communities C1 and
C2 is directly related to the distance rC1C2 by:

Δσ(C1, C2) =
1
n

|C1||C2|
|C1| + |C2|

r2
C1C2
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This theorem shows that we only need to update the distances between com-
munities to get the values of Δσ: if we know the two vectors PC1. and PC2.,
the computation of Δσ(C1, C2) is possible in O(n). Since we only merge adja-
cent communities, we only need to update the values of Δσ between adjacent
communities (there are at most m values). These values are stored in a balanced
tree in which we can add, remove or get the minimum in O(log m).

Evaluating the quality of a partition. The algorithm induces a sequence
(Pk)1≤k≤n of partitions into communities. We now want to know which partitions
in this sequence capture well the community structure. The most widely used
method is to choose the partition maximizing the modularity Q introduced in
[10,13]. This quantity uses the fraction of edges eC that are inside the community
C and the fraction of edges1 aC bound to the community C: Q(P) =

∑
C∈P eC−

a2
C . However, depending on one’s objectives, one may consider other quality

criterion.

Complexity. First, the initialization of the probability vectors is done in O(mnt).
Then, at each step k of the algorithm, we keep in memory the vectors P t

C.
corresponding to the current communities (the ones in the current partition).
But for the communities that are not in Pk (because they have been merged
with another community before) we only keep the information saying in which
community it has been merged. We keep enough information to construct the
dendogram and have access to the composition of any community with a few
more computation.

When we merge two communities C1 and C2 we perform the following oper-
ations:

– Compute P t
(C1∪C2). =

|C1|P t
C1.+|C2|P t

C2.
|C1|+|C2| and remove P t

C1. and P t
C2..

– Update the values of Δσ concerning C1 and C2 using Theorem 3.

The first operation can be done in O(n), and therefore does not play a significant
role in the overall complexity of the algorithm. The dominating factor in the
complexity of the algorithm is the number of distances r computed (each one in
O(n)). We prove an upper bound of this number that depends on the height H
of the dendrogram.

Theorem 4. An upper bound of the number of distances computed by our algo-
rithm is 2mH. Therefore its global time complexity is O(mn(H + t)).

In practice, a small t must be chosen (we must have t = O(log n) due to the
exponential convergence speed of the random walks process) and thus the global
complexity is O(mnH). The worst case is H = n − 1, which occurs when the
vertices are merged one by one to a large community. This happens in the “star”
graph, where a central vertex is linked to the n − 1 others. However Ward’s
algorithm is known to produce small communities of similar sizes. This tends to
get closer to the favorable case in which the community structure is a balanced
tree and its height is H = O(log n).
1 Inter-community edges contribute for 1

2 to each community.
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5 Conclusion and Further Work

We proposed a new distance between the vertices that quantify their structural
similarities using random walks. This distance has several advantages: it captures
much information on the community structure, it is well suited for approxima-
tion, and it can be used in an efficient hierarchical agglomerative algorithm. We
designed such an algorithm which works in time O(mnH). In practice, real-world
complex networks are sparse (m = O(n)) and the height of the dendrogram is
generally small (H = O(log n)); in this case the algorithm runs in O(n2 log n).
An implementation is provided at [29].

We presented in this short paper the main principle of the algorithm. However
many improvements and optimizations have been implemented, which make it
possible to process very large networks (up to several hundred thousand vertices).
Moreover, extensive experiments have been run to compare the different existing
approaches. They show that our method provides excellent results in different
conditions (graph sizes, densities, number of communities, and community size
distributions) while having a time complexity among the best ones.

We are convinced that our method could be integrated in a multi-scale vi-
sualization tool for large networks. Our approach may also be relevant for the
computation of overlapping communities (which often occurs in real-world cases
and is not considered by any algorithm until now). We consider these two points
as promising directions for further work. Finally, we pointed out that the method
is directly usable for weighted networks. For directed ones (like the important
case of the Web graph), on the contrary, the proofs we provided are not valid
anymore, and random walks behave significantly differently. Therefore, we also
consider the directed case as an interesting direction.
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Abstract. This paper investigates the effect of the memory size to fame. A 
population of individuals of the same memory size is considered. A simple 
recommendation model is defined based on the memory of the individuals, the 
social network and the population memory. Recommendation process changes 
the content of the memory. As the ratio of memory size to population size 
decreases, a self-organized pattern emerged in who-knows-who graph. Majority 
of the people become unknown yet a few become very famous. This could be a 
model for fame and memory. 

1   Introduction 

Suppose we need a dentist or need information about an item. What do you do? Our 
first approach is to check our memory whether we have any. If we do not know, then 
our second attempt would be to ask our friends for a recommendation. Then we would 
go to cataloged data such as yellow pages, search engines. A couple of concepts are 
involved in these processes including our memory, our social network, the cumulative 
memory of the social network, a recommendation process. 

Suppose we are looking for S. The more S is known, the more it can be reached, 
since the probability of finding a person that knows it within our social network 
increases. Conversely, the less S is known, the more difficult to be reached. In the 
limit case, if nobody knows it, then there is no way to reach it. This discussion calls 
for fame which is the central concept of this paper. 

1.1   Fame 

Wikipedia.org defines fame as “the condition of being known to the general public”. 
Popularity, which is particularly difficult concept to measure, is investigated in 
various contexts. One pragmatic measure is the search results in the web. A Google 
search returns a number of web pages that refer to an item. The assumption is that the 
more pages return, the more popular the item is. This measure of popularity has an 
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implicit problem since an item can be listed because of some other reason than what 
we are looking for. For example, a singer can be listed because of being a movie actor 
as well as being a singer. 

The fame of WWI fighter-pilots are obtained using this approach [1]. It is found 
that the probability p(f) of having fame f decreases with a power-law of f, namely  
p(f) ~ f -γ where γ  1.9. Let a be the achievement of the person which is defined as the 
number of opponent aircrafts destroyed. It is found that p(f) increases exponentially 
with achievement a, p(f) ~ e a   where    0.074. 

In a similar study, the popularity of scientists in condensed matter and statistical 
physics is investigated [2]. The findings of this are quite different. p(f) decays 
exponentially, rather than in power-law fashion, p(f) ~ e-ηf  ;    η  0.00102. 

Another popularity measure proposed is the frequency of appearance in the news 
[3]. 

Popularity of a web page is another context that is crucial for search engines. The 
quality of a search engine is to bring the “right” pages, in the “right” order. Although 
there may be many web pages which covers the topic, some web pages become more 
famous then others. Search engines use page ranking algorithms in order to sort the 
pages. Google’s page ranking algorithm is based on number of in-links to page and 
the rank of the pages that initiate the link [4]. Intuitively, if a page gets more links, it 
has to have more “value”. Similarly, if a page gets a link from an important page, that 
is highly ranked page, it’s “value” should be increased. Web page linking to another 
page forms a network of web pages. 

Incrementing the value of someone based on the reference of a valuable one is the 
trust mechanism [5]. Agent A trusts agent B. Since agent B trusts agent C, agent A 
also trusts agent C. In this way a trust network is constructed. 

1.2   Social Networks 

Social networks are difficult to study since data collection is difficult. One of the early 
studies is done by Milgram which lead to six degrees of separation principle [6]. The 
basic idea is to send a letter from a source person to a destination person. The rule is 
that anybody who receives the letter should send it to somebody that he knows by 
name. This experiment establishes who-knows-who network and concluded that any 
two persons are connected by a chain of persons whose length is around 6 which is 
much smaller then expected. Watts and Strogotz improved this concept to “small-
world” [7]. 

Co-authorship of scientific papers is another social network. Power-law is 
observed in degree distribution of these networks. Power-law degree distribution,  
p(k) ~ k-  where p(k) is the probability of having degree of k, seems to be quite 
common in many complex networks including internet router, www, e-mails, movie 
actors, co-authorship of scientific papers [8, 9, 10, 11, 12]. 

Citation of scientific papers forms a network in which power-law degree 
distribution is also valid [13]. Number of citations of a paper gets could be a measure 
of its popularity. Number of links a web page gets is another measure of fame. In 
who-know-who networks, the more links one gets, the more popular she becomes.  
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Another social network is studied in the co-occurrence in the news. Persons occur 
in the news are represented as vertices and there is an edge if two persons occurred in 
the same news article [14]. The more a person occurs in news, the more famous she 
becomes. 

1.3   Motivation of the Model and Organization 

A node should “know” the other node in order to link to it. In cases of social networks 
or complex networks, the number of nodes is, simply, too large. Therefore, no node 
should be able to “know” all the other nodes1. Only a small fraction of the total nodes 
can be known by any single node. On the other hand, there is no limit to be known. A 
node can be known by all of the nodes in the network. Some one discovers a new web 
site and starts to recommend it to his contacts. A contact that receives the 
recommendation evaluates it. Sometimes keeps it. Sometimes he also recommends 

the site to others. This behavior is the basic 
idea of simple recommendation model that 
is developed in this paper.  

The concept of “to know” is the center 
of this paper. This paper investigates the 
effect of the size of memory to the fame. A 
model is defined. Simulation results of 
different memory sizes, population sizes 
are investigated. The findings are 
interpreted. A model for fame is searched. 
The paper is concluded by a conclusion 
and future work. 

2   Definitions 

Population is made out of persons. The 
size n of the population is defined to be the 
number of persons in the population. pi is 
the i’th person. A person has a memory 
which is a list of persons. The size m of the 
memory is the maximum number of 
persons that can be stored. The memory 
ratio  is defined to be the ratio of the 
memory size to the population size, that is 
 = m /n.  

Total memory capacity of the population 
is the summation of the size of memories 

of the individual persons that is n m. A person p1 knows person p2 if person p2 is in the 
memory of person p1. The knownness ki of a person pi is the number of persons that 

                                                           
1 Some proposed models for complex networks such as prefrential attachment requires 

information about mostly connected nodes which is a global information. 

 

Fig. 1. For =0.001 with n=103, m=10, 
1011 recommendations are made. Time 
is on the y-axis with units of 108 
recommendations. Peoples are on x-axis 
sorted according to knownness. More 
active 200 is shown, since majority of 
the people become completely unknown 
at the very early stages of the 
simulation. The system settles down 
quite fast. Note that after 500x108 there 
is no change. Black is unknown and 
white is the most known. 
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“know” the person. If no body knows a person pi, that is ki=0, then person is called 
completely unknown. The fame fi of a person pi is defined as the ratio of the 

knownness to the population size, that 
is fi = ki /n. 

Notice that if no duplication is 
allowed, then ki n. Therefore 0 fi 

1, that is fi is normalized. Since it is 
the percentage of the population that 
knows the person, fame is used as a 
measure of famousness. As the 
percentage increases, the person 
becomes more famous. 

Recommendation. Person learns if he 
gets a new person in his memory. A 
person p1 remembers a person p2, if p1 
selects p2 among persons stored in his 
memory. Person forgets if he removes a 
person from his memory.  

Persons interact by exchanging 
recommendations. Person p1 
recommends person p0 to person p2. 
Steps of recommendation process are i) 
p1 remembers p0, ii) p1 gives p0 to p2, 
iii) p2 learns p0. Assuming that no 
duplication is allowed and m<n, the 
steps of learning are i) remember some 
person, ii) forget him therefore obtain 
an empty slot, iii) learn the new person 
using this slot. Person p1 is called the 
giver. Person p2 is called the taker. It is 
important to note that learning, 
remembering and forgetting have 
implicit selection processes. A model 
has to specify these mechanisms. 

3   A Simple Recommendation Model 

A simple recommendation model can be built on these concepts by defining the 
mechanisms based on pure random selection. Initially, the memories of the persons 
are filled with persons selected randomly with duplications are allowed. Any two 
persons are expected to have almost the same knownness, hence every one have the 
same fame initially. The giver and the taker are selected randomly. The giver 
randomly selects a person from his memory as his recommendation. This is the 
“remembering” process. The taker checks if she already knows the recommended 
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Fig. 2. This is the results of population of 
size n=100. All peoples are of memory size 
m=100. The individuals are on the x-axis 
and their knownness on the y-axis. Data is 
sorted in descending order.  

In the graph, pre1 and pre2 are results of 
initial load of memories. Post1 and post2 
are the results after 106 reference 
exchanges. 

There are minor fluctuations between 
the two simulation runs. For pre1 and pre2, 
the range is 79-122 and 73-128, 
respectively. One expects that the upper 
bound of knownness should be n. 
Knownness higher then n, such as 122 or 
128, mean some persons are known by 
more then once by a person since 
duplication is allowed in the initial loading. 

The ranges of post1 and post2 are 98-
102 and 97-102, respectively. It is observed 
that for m=n, fluctuations are removed, the 
range is reduced. This is expected since 
duplication is not allowed during 
recommendation exchange. 
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person. If she remembers the person, then 
nothing is done. If she does not remember 
the recommended person, a memory 
location has to be freed. She randomly 
selects a person from her memory and 
forgets the person. Then, she learns the 
recommended person by storing the person 
into this location. 

4   Method 

This simple recommendation model is 
implemented in Java with the parameters n, 
m and the number of reference exchanges. 
Different combinations of values of n and  
are used including n=100, 1000, 10000 and 
=0.5, 0.3, 0.2, 0.1, 0.05, 0.005. The number 

of reference exchanges is tried to be as large 
as possible. As n increases, it has to 
increase, too. It is started from 106 for n=100 
to 1010 for n=10,000 which seems to be 
large enough. 10 simulation runs are made 
for different combinations of n and  values. 
The results of these runs are visualized by 
Excel and Matlab. In the figures, results of 
two simulations runs are presented so that 
the fluctuations can be seen. 

Random selections required by the model 
are implemented by random() method of 
java.lang.Math which is a pseudo random 
number generator with a uniform 
distribution. Java v1.5.0_02 is used. 

5   Observations 

System gets its steady state quite fast as seen 
in Figure.1. Due to short run times of 
simulation and the ease of visualization 
n=100 is used for initial observations. Then 
similar simulations are done for large values 
of n. The similar patterns are observed. 

Firstly, the effect of  is investigated. For values of >1, it is not interesting. So initially 
the cases of 1 for n=100 are studied. 

5.1   Case =1 

The results of many simulations consistently produce similar patterns. In Figure.2, 
Pre1 is the initial state and post1 is the state at the end of the simulation of reference 
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Fig. 3. Effect of memory ratio =0.5, 
0.3, 0.2, 0.05, 0.01 for n=100. As the 
memory ratio  decreases, some 
people become famous in response to 
that, more and more people become 
unknown. 
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exchanges. In order to compare the difference between different simulations, a second 
data set is also given. Pre2 and post2 are the initial and final data for another 
simulation run. At any given time memory dumps of individuals provide information 
of about who-knows-who. The knownness of person pi is calculated by counting the 
persons that know person pi. The knownness table which consists of persons and their 
knownnesses is obtained. For better visualization, the data is sorted in descending 
order in knownness and the graph is obtained. 

If everybody is of the same fame, the graph should be a horizontal line. If there are 
minor fluctuations in the fame, then the difference in fames of the most famous 

person and the least famous persons should 
be minor. Since the data is sorted in 
descending order, a small negative slope 
should be expected. The initial loading of the 
memory has some fluctuations. The 
recommendation exchange flattens the 
fluctuations by removing duplicate entries in 
the memories. 

5.2   Case <1 

An unexpected pattern forms when the 
memory ratio decreases. Almost uniform 
distribution of fame that is observed at =1 
disappears. Some people become more 
known where as some become less known. 
Further decreasing  causes some people to 
be completely forgotten by the population. 
Figure.3 gives the effect of  to the change in 
fame. 

For =0.5, everyone is known in varying 
degrees and there is no completely forgotten 
person. Around =0.3, some people become 
completely unknown. The number of 
completely forgotten people increases as  
decreases as seen in Table.1. It is important to 
notice that if a person becomes completely 
unknown, then there is no way for her to 
become known. 

Table 1. Number of unknown people increases as  
goes to 0 for population of n=100. In the limit case 
of =0.01 only one person is know and the rest of 
99 people is unknown by the society. 

n=100,     ρ 1.00 0.50 0.30 0.20 0.10 0.05 0.01 

# of unknown 0 0 7 34 79 88 99 

#fame (max) 102 63 51 50 46 57 100 
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Fig. 4. Change of distribution of 
fame with respect to memory ratio . 
As  goes to 0, the distribution of 
fame becomes distorted. The mean 
of the initial memory moves to 0 
since the memory size gets smaller. 
A few individuals becomes very 
famous, while majority of the 
population becomes more and more 
unknown by the population. 
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5.3   Case 1 

As  decreases, it eventually reaches the extreme case in which m=1, meaning an 
individual can remember only one person. An interesting pattern emerges as n 
increases while m=1. For n=100 ( =0.01) only 1 person is known by the population 
where as for n=103 ( =0.001), there are around 50 known people.  n=100 case can be 
explained by the small size of the population. Suppose this one slot is slightly 
dominated by a person pi. Then pi  would be recommended more by the 
recommendation process. Due to the rules of recommendation process, pi replaces the 
position of other people. This further increases its dominance. As the knownness of pi 
increases, it is recommended more. As the process continues, other persons would be 
removed from the memory of the population quite rapidly due to this positive 
feedback. 

5.4   Distribution of Fame 

Individuals have different fames in the population. One property that needs to be 
investigated is the distribution of fame. Figure.4 gives the distribution of knownness 
with respect to . The distribution of initial memory is bell-shaped as expected. The 
shape of the initial distribution does not change with  except the mean decreases with 
the memory size. The distribution of knownness shows some pattern with respect to 
changes in . In the range of =1.00 to =0.50 both pre and post data are bell-shaped. 
Around =0.30, an unexpected pattern emerges. Completely unknown persons appear. 
This pattern grows as  decreases to 0. The interpretation of the growing component 
near 0 is that less famous people in the population are increasing.  

5.5   Change of Fame 

Minimum value of fame is 0, when a 
person is completely unknown. The 
number of completely unknown is keeps 
increasing as  approaches to 0.  

Maximum value of fame has an 
interesting behavior that deserves an 
explanation. The maximum fame slowly 
decreases as  goes from 1.00 to 0.10. It 
reaches a minimum around =0.10. Then 
it rapidly increases as  approaches from 
0.10 to 0 as seen in Figure.5. This pattern 
can be explained. When =1, that is 
m=100, everybody is known by 
everybody else so the fame is 1. As  
decreases, the memory of the individuals 

decreases. Since no one dominates the memories yet, people are almost evenly 
distributed in the memories. So the reduction of the maximum fame is due to the 
decrease of the memory size. But as  keeps decreasing, after a certain point some 
people become completely forgotten and some others become the dominated ones. As 
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Fig. 5. As memory ratio decreases from 1 
to 0, number unknown increases. 
Interestingly, maximum fame slowly 
decreases and then rapidly increases. 
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 approaches to the limit of 0, the more people are completely forgotten and a few 
people dominate the memories. Those that dominate take all the references. So the 
rapid increase of maximum fame can be explained due to this positive feedback. 

5.6   Effect of Population Size 

So far n=100 is considered. 100 is a too small size compared to complex networks 
that are considered for power-law or small-world properties. For larger values of n, 

similar observations are 
obtained. Table.2 gives increase 
of completely unknown people 
as ρ decreases for n=103. 
Figure.6 compares =0.05 for 
n=102, 103 and 104. 
 

6   Conclusion 

The effect of the memory size m of individuals with respect to population size n is 
investigated. The ratio  of memory size to population size is used as parameter. A 
simple recommendation model which changes the memory of the individuals is 
defined.  

The value of  is changed from 1 to 0. For =1, everybody is known by everybody 
else. For values of  around 1, an individual is known by majority of the population. 
As  decreases, some individuals become unknown by the population. As  gets close 
to 0, almost everybody becomes unknown. On the other hand, as  decreases some 
people become more known by the population. As  gets close to 0, very few 
individuals become very well known. 

Although in the model items stored in the memory were again people, the model is 
valid if some other items are stored, too. For example web pages or dentists could be 
the items to store. Consider persons in a country, web pages, scientific papers, radio 
stations, books. For all these practical situations the size of the items is much larger 
then the size of the memory of the individuals. Therefore,  values close to 0 are 
realistic values.  

The pattern of fame, that is observed around =0 in the model has corresponding 
counterparts in these real life cases. Very few people are famous, where as there are 
millions known by very few. Same is true for web pages. Google is known by almost 
every internet user. Nobody knows the number of unknown web pages, since only a 
percentage of the entire web is cataloged by the search engines.  

Recommendation could be the machinery of fame. This model could be the model 
of fame or the dynamics of population memory. 

The rapid forgetting mechanism around =0 is an interesting phenomenon to look 
for. Once an item has small knownness, then its knownness converges to 0 quite 
rapidly. This can be a model of disappearing of cultural values such as languages, 
traditions, piece of music, a poem or the extinction of a species once the numbers 
become few. 

Table 2. Pattern near 0 as  decreases for n=1,000  

n= 1,000          ρ 0.50 0.15 0.10 0.05 0.03 0.01 0.005

# of unknown 0 0 16 376 661 903 958

% of unknown 0.00 0.00 0.02 0.38 0.66 0.90 0.96
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One more observation is that although the memory size of the individual is small, 
the total memory of the population, that is, the number of items in the memory of the 

population is much larger. On the other hand, 
population memory is less than the total 
memory capacity of the population that is 
n m. 

7   Future Work 

It is assumed that the memory size is the 
same for everybody. This assumption can be 
relaxed to lead variation of memory sizes. For 
example 10% of the population has larger 
memory then the rest of the population. 

Initially everybody has almost the same 
popularity. This can also be relaxed by 
favoring group of people to be famous 
initially. 

“How to become popular” is another 
related question. Given that the population 
has already famous people, how do new 
comers become famous, that is what 
percentage of the population should know the 
person? Since to make people learn 
somebody is done through advertisement, this 
could lead to a model for advertisement 
campaigns. 

Who-knows-who information can be 
represented as a directed graph called who-
knows-who graph in which the persons are 

the vertices of the graph. There is an arc from person pi to person pj if person pi 
knows person pj. In complex networks some properties such as scale free and small 
world are investigated. These properties of who-knows-who graphs obtained using the 
reference model is investigated in the upcoming paper [15]. 

Acknowledgement. The author would like to thank Albert Ali Salah and Arzucan 
Ozgur for helping in matlab programming. 
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Abstract. We introduce a probability model for populations of con-
flicting agents such as computer software (cells) and computer viruses
that interact in the presence of an anti-viral agent. Cells can be infected
by viruses, and their longevity and ability to avoid infection is modi-
fied if they survive successive attacks by viruses. Viruses that survive
the effect of the anti-viral agent may find that their ability to survive
a future encounter with molecules of the anti-viral agent is modified, as
is their ability to infect a uninfected cell. Additionally, we assume that
the anti-viral agent can be a cocktail with different proportions of agents
that target different strains of the virus. In this paper, we give the state
equations for the model and prove its analytical solution in steady state.
The solution then provides insight into the approriate mix or “cocktail”
of anti-viral agents that are designed to deal with the virus’ ability to
mutate. In particular, the analysis shows that the concentration of anti-
viral agent by itself does not suffice to ultimately control the infection,
and that it is important to dose a mix of anti-viral agents so as to target
each strain of virus in a specific manner, taking into account the ability
of each virus strain to survive in the presence of the anti-viral agent.

Keywords: Computer Viruses, Conflicts between Agents, Network
Security.

1 Introduction

Mathematical models of populations [5] have been applied successfully to the
study of infectious diseases [7]. Furthermore, population models [1], as well as
the study of telephone calls [2] which gave rise rise to queueing theory [4,9],
have had significant impact on the development of the mathematics of random
processes [6].

In this paper we consider a stochastic population model which is inspired by
both engineering and biological considerations. The biological context we have
in mind corresponds to an environment containing a concentration of viruses, of
uninfected and infected cells, and of an active anti-viral agent. The engineering
context comes from computer software, where “intelligent agents” interact in
accomplishing different tasks. In particular, there are harmful software agents
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which are otherwise known as computer viruses and worms. They infect and
degrade the software of bona fide users, and can be eliminated by specific anti-
viral software designed which is designed to block or destroy software viruses.
In the terminology used throughout this paper, we will only refer to the bio-
logical paradigm, so as to avoid going back and forth between these motivating
examples.

We show that under appropriate assumptions, a stochastic model of the size
of such a biological mix of populations can lead to a steady-state solution which
has a particularly simple product form, in which the joint probability distribution
of the size of each sub-population is expressed as the product of the marginal
distribution of each population. We then show how this result can provide insight
into the manner in which the anti-viral agent should be targeted in a specific
manner to each strain of the mutating virus so as to keep the viral population
under control.

1.1 The Mathematical Model

We model the numbers of each of the four entities, namely the numbers of viruses
and cells, and the number of molecules of anti-viral agent at some time t ≥ 0,
or their concentrations, with the following variables:

– The number of uninfected cells of type or strain i is represented by a natural
number Ci(t) ≥ 0, where i = 0, 1, 2 .... The strain of the cell can impact
the degree to which it becomes infected, and its survivability or longevity.

– The number of infected cells (or their concentration) is also represented by
a natural number ι(t) ≥ 0. In this paper we do not distinguish between the
strains of infected cells.

– a(t) ≥ 0 is the quantity or concentration of the anti-viral agent, and is also
a natural number.

– Finally, Vj(t) ≥ 0 is a natural number representing the number of viruses in
the system that belong to strain j ≥ 0.

uninfected cells of type 0 are those which have never encountered a virus, while
viruses of strain 0 are those which have never come into contact with the anti-
viral agent.

All the entities we consider enter the system at some specific rate, and diffuse
through the system at specific rates. Uninfected cells of type i are added to the
system (for instance via arrival into the system, or via cell division) at some
rate λi; they diffuse through the system at rate μi and are eliminated from the
system (e.g. as a consequence of cell death or some other form of elimination) at
rate diμi where di can be interpreted as a probability. Infected cells result only
from the infection of uninfected cells, i.e. we do not assume that infected cells
enter the system from some outside source. The infected cells diffuse at rate μ,
they die at rate dμ, where d is a probability, and at rate (1− d)μ they leave the
system before they die. Viruses belonging to strain j enter the system at some
rate βj and diffuse at rate γj . They are eliminated naturally at rate bjγj where
0 ≤ bj ≤ 1 is a probability. Thus different virus strains may be more or less
“durable”, just as certain types of cells may survive longer than others.
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When an infected cell dies, we assume that it generates an additional virus
of strain j = 0. Infected cells could potentially generate a large number of
viruses; however the mathematical model is restricted to this simpler case for
the time being. Furthermore, the reduced virulence of infected cells could also
be attributed to the presence of the anti-viral agent. Also we could imagine that
the genetic strain of the viruses generated by an infected cell should somehow
mimic the strain of the viruses that infected it. Thus in both of these respects,
as in other aspects, our model is a mathematical simplification of a much more
complex reality.

An anti-viral agent’s units (e.g. molecules) enter the medium at rate α, and
diffuse in the medium at rate δ. During diffusion, they are removed from the
medium with probability 0 ≤ f ≤ 1. With probability (1− f) a unit of the anti-
viral agent will bind with some virus. With probability wj an anti-viral agent
molecule attaches itself to a virus of strain j so that

∑∞
j=0 wj = (1 − f). If, on

the other hand, there are no viruses of that strain available, the unit or molecule
of the anti-viral agent will be wasted. Once the anti-viral agent binds with its
selected virus of type j, it will destroy it with probability rj , or the virus will
survive with probability (1− rj). If the virus survives, it is now viewed as being
a virus of strain j + 1.

Infection of uninfected cells occurs as a result of the encounter of uninfected
cells and viruses. As indicated earlier, once a cell is infected, it will die at some
rate μd and as a result will produce a virus. We model the infection process as
follows.

Viruses belonging to strain j, when they are not naturally eliminated from
the system, will diffuse at rate γj , and will be eliminated from the system at rate
γjbj. Viruses of strain j will target cells of strain i with probability zji where∑∞

i=0 zji = (1−bj). Thus the probability zji expresses the preference of the virus
of strain j for a cell of type or strain i.

Similarly, a normal cell of type i will diffuse through the system at rate μi and
be eliminated from the system before it encounters a virys with probability di.
As it diffuses in the system, the cell will have preferentially bind with a viruses
of type j with probability yij ,

∑∞
j=0 yij = (1 − di).

The uninfected cell of type i that is involved in either of these encounters with
a virus of type i will become infected with probability pji, or with probability
(1 − pji) it remains uninfected. If it does not become infected, it will now have
become a cell of type i + 1. This model can represent either a mutation of the
cell into a more resistant (or simply different) strain as a result of the encounter
with the virus, or it may represent the fact that the cell’s strain is being revealed
by the encounter with the virus.

2 Stationary Solution

The system can be described at time t ≥ 0 by an infinite random vector:

X(t) = [I(t), a(t), C0(t), ... Ci(t), ... , V0(t), ... Vj(t), ... ], (1)
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which represents the number of infected cells, the concentration of anti-viral
agent, the number of uninfected cells of each type, and the number of viruses of
each strain. The total number of cells and viruses are given by:

C(t) =
∞∑

i=0

Ci(t), (2)

V (t) =
∞∑

j=0

Vj(t).

For notational convenience we denote by ci the infinite vector that is zero ev-
erywhere except that it is +1 in the position corresponding to Ci(t), while vj

is the infinite vector which is zero everywhere except for the value +1 in the
position Vj(t). Similarly, let eI be the infinite vector which is zero everywhere
except that it has a +1 in its first position and eA be the infinite vector that is
zero everywhere except for its second position that is +1.

Let x = [ι, a, C0, ... Ci, ... , V0, ... Vj , ... ] be the deterministic vector which
represents some specific value taken by X(t). The quantity we will examine
is the probability distribution p(x, t) = Prob[X(t) = x|X(0) = x0] for some
appropriate initial condition x0. We will skip the details of the derivation for the
equations satisfied by the stationary probability distribution p(x).

The stationary solution of the model provides insight into the equilibria which
are established between different entities. Let us define the following quantities:

Λ−
j,i = qjγjzji, i, j ≥ 0, (3)

Λi =
∞∑

j=0

Λ−
j,i, i ≥ 0 (4)

λ−
i,j = ρiμiyij , i, j ≥ 0, (5)

λ−
A,j = qAδwj , j ≥ 0, (6)

Λ+
i = λi +

∞∑
j=0

[Λ−
j,i−1ρi−1 + λ−

i−1,jqj ](1 − pj,i−1), i ≥ 1, (7)

F−
j = λ−

A,j +
∞∑

i=0

λ−
i,j , j ≥ 0 (8)

F+
j = βj + λ−

A,j−1qj−1(1 − rj−1), j ≥ 1. (9)

The expressions (4) through (9) can be interpreted as follows:

– The total rate at which viruses which diffuse in the system interact with
uninfected cells of type i, either resulting in an infected cell or in a uninfected
cell of type i +1, in effect reducing each time the number of uninfected cells
by 1,

– The total rate at which uninfected cells of type i join the system either from
external sources or by mutation of a cell of type i − 1 which survives an
encounter with a virus,
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– The total rate at which viruses of type j are removed either because they are
destroyed by the anti-viral agent or because a uninfected cell that is diffusing
through the system encounters the virus, becomes infected and incorporates
the virus, or does not become infected and eliminates the virus,

– Finally, the total rate at which viruses of type j ≥ 1 are replenished, either
through external arrivals or by mutation after an encounter with the anti-
viral agent does not result in the destruction of a virus of strain j − 1.

Now let:

qA =
α

δ
(10)

ρ0 =
λ0

μ0 + Λ0
(11)

ρi =
Λ+

i

μi + Λi
, i ≥ 1 (12)

q0 =
β0 + qIμd

γ0 + F−
0

,

qj =
F+

j

γj + F−
j

, j ≥ 1, (13)

qI =

∑∞
i,j=0[Λ

−
j,iρi + λ−

i,jqj ]pji

μ
(14)

Now consider the finite random vector:

Xm,n(t) = [ι(t), a(t), C0(t), ... Cm(t), V0, ... Vn(t)], (15)

and the deterministic vector denoting a specific set of values taken bt Xm,n(t),

xm,n = [ι, a, C0, ... Cm, V0, ... Vn], (16)

and let p(xm,n, t) = Prob[Xm,n(t) = xm,n].
Note that p(xm,n(t) is a marginal distribution related to the probability dis-

tribution p(x, t), i.e.:

p(xm,n(t) =
∞∑

m+1

∞∑
n+1

p(x, t). (17)

Theorem. The stationary solution p(xm,n) = limt→+∞ p(xm,n, t) is given by

p(xm,n) = Gm,nqa
Aqι

I [
m∏

i=0

(ρi)Ci ][
n∏

j=0

(qj)Vj ], (18)

provided that 0 ≤ qA, qI , ρi, qj < 1, for all i = 0, ..., m, j = 0, ..., n, and with:

Gm,n = (1 − qA)(1 − qI)
m∏

i=0

(1 − ρi)
n∏

j=0

(1 − qj). (19)
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From the theorem, it is easy to see that in steady state the average number:

– of infected cells is given by qI [1 − qI ]−1, if qI < 1,
– of uninfected cells of strain i is given by ρi[1 − ρi]−1, if ρi < 1,
– and of viruses of strain j is given by qj [1 − qj ]−1, if qj < 1.

2.1 A Heuristic Rule

The purpose of using the anti-viral agent is to avoid the explosive growth of the
number of infected cells and viruses. Thus we are interested in finding how we
can most efectively use the anti-viral agent to keep these numbers under control,
or to drive them to zero.

The i − th strain of uninfected cells are those which remain uninfected after
i encounters with a virus. Thus we can take λi = 0 for i ≥ 1 so that all new or
untested cells are considered to be of strain 0. Similarly, we assume that a virus’
strain is only revealed by its successive survivals to encounters with the anti-viral
agent, so that βj = 0 for j ≥ 1. With these assumptions the expressions (11)
through (14) yield:

qI =

∑∞
i,j=0 ρiqj [γjzji + μiyij ]pji

μ
(20)

so that for j ≥ 1,

qj =
λ−

A,j−1qj−1(1 − rj−1)
γj + qAδwj +

∑∞
i=0 ρiμiyij

(21)

= q0P (j) (22)

P (j) = αj

j∏
l=1

wl−1(1 − rl−1)
γl + αwl +

∑∞
i=0 ρiμiyil

(23)

while for i ≥ 1,

ρi = ρi−1

∑∞
j=0 qj [γjzj,i−1 + μiyi−1,j ](1 − pj,i−1)

μi +
∑∞

j=0 qjγjzji
(24)

= ρ0

i∏
l=1

∑∞
j=0 qj [γjzj,l−1 + μiyl−1,j ](1 − pj,l−1)

μl +
∑∞

j=0 qjγjzjl
(25)

and

q0 =
β0 +

∑∞
i,j=0 ρiqj [γjzji + μiyij ]pji

γ0 + αw0 +
∑∞

i=0 ρimyi0
(26)

=
β0

γ0 + αw0 +
∑∞

i=0 ρiμiyi0 − q0
∑∞

i,j=0 ρiP (j)[γjzji + μiyij ]pji
(27)

ρ0 =
λ0

μ0 +
∑∞

j=0 qjγzj0
(28)
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Let us now see how (23) can provide insight about the use of the anti-viral
agent. First of all, notice from (27) that if we can choose αw0 to be arbitrarily
large, then we can set q0 to a value less than 1, and in fact set it to as small
a value as we wish. Obviously there will be natural limits to this since at some
level of concentration, the anti-viral agent will impair the normal behaviour of
uninfected cells. Once a small enough value of q0 has been achieved using a large
enough value of αw0, we turn to (23) and see intuitively that we must also insure
that P (j) does not grow as j increases. An obvious way of doing this is to set
wj > wj−1(1 − rj−1), in other words the fraction of anti-viral agent which is
devoted to controlling the j − th viral strain should be larger than the fraction
allotted to the j − 1− th strain multiplied by the probability that viruses of the
j − 1 − th strain survive an encounter with the anti-viral agent.

Let us now put this recomendation on a more rigorous mathematical footing.
Assume first that have been able to achieve q0 < 1. Then if all the P (j) < 1 we
are sure that the qj < 1 for j ≥ 1. However, this does not suffice to guarantee
that the size of the virus population is under control, i.e. that in steady state
the average size of the virus population remains finite:

V =
∞∑

j=0

qj

1 − qj
< + ∞ . (29)

However, we can show that if q0 < 1 and wj ≥ wj−1(1 − rj−1) so that all
qj < 1, then V < +∞ provided that:

lim
j→+∞

wj(1 − rj)
wj+1

= 0, (30)

Indeed, if the qj < 1 for j ≥ 0, then

V =
∞∑

j=0

qj

1 − qj
≤

∞∑
j=0

[qj + q3
j ]. (31)

Since each 0 ≤ qj < 1, it follows that
∑∞

j=0 q3
j < +∞ whenever

∑∞
j=0 qj < +∞,

and the latter series converges if limj→+∞ qj/qj−1 = 0, hence the claim.
Since the expressions obtained in the steady-state solution are non-linear,

in general we should determine the existence and uniqueness of solutions to the
equations we are dealing with. However, as a result of the parameter values being
selected, we have qj < 1 for all j ≥ 0, we are assured in this case of existence
and uniqueness of the steady-state solution.
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Abstract. Evaluation of systems, synthetic environments and human perform-
ance are generally complicated and time-consuming tasks. Existing evaluation 
systems are domain dependent and don’t provide explanation on how the sys-
tem reaches the evaluation results. Expertise is needed for evaluation process. 
Defining a model or a methodology, which simplifies and models the evalua-
tion knowledge and speeds up the evaluation process, can obviously save cost, 
time and provide reusability. In this study, a knowledge representation of 
evaluation, which can also be used in distributed environments, was developed 
to handle the heuristic knowledge of experts from different domains and infor-
mation from different sources for evaluation purposes. The evaluation knowl-
edge was represented as reference model of evaluation objectives, production 
rules, evaluation measures, methods and parameters. Using of multiagents is 
proposed for evaluation in distributed environments.  Different types of multi-
agent organizations can be designed and developed. Multi-agents can simplify 
the evaluation process and reduce network traffic in distributed environments 
and decrease security problems among the network.   

1   Introduction 

Evaluation is the systematic acquisition and assessment of information to provide 
useful feedback about a program, policy, technology, person, need, activity, synthetic 
environment and so on [1]. There are different levels of evaluation as follows [2]: 

1. ‘simple’ display of data without analysis (e.g. charts, diagrams) 
2. analysis of data, (e.g. Number of hits, # of failure) 
3. evaluation of data, (e.g. using Artificial Intelligence (AI) (fuzzy logic, neural 

networks, etc), comparison, etc) 
4. assessment: The highest level would include the judging of the data, (e.g. ‘this 

trainee had an excellent (or good) performance’ etc.) 

Some examples of evaluation are pilot evaluation [3], evaluation of event man-
agement performances of senior police officers [4], simulation based training scenar-
ios evaluation [5], collaborative virtual environments performance evaluation [6] and 
High Level Architecture Run-Time Infrastructure implementations evaluation [7].  

The complexity of tasks accomplished by systems, humans, and synthetic envi-
ronments is increasing day by day. Evaluation is needed nearly for all engineering 
tasks and the obstacles related with evaluation are increased proportional with  
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complexity, especially in distributed environments. It is necessary to investigate new 
techniques to automate manual evaluation and to overcome the obstacles related with 
evaluation that cannot be solved (or very difficultly solved) with conventional com-
puting, especially in distributed environments. Some of these obstacles are as follows 
[8]: 

• Expertise is needed for evaluation process. But there are very few Subject Matter 
Experts (SMEs) being able to evaluate systems and synthetic environments effi-
ciently, especially for complex tasks and distributed environments.  

• Generally, assessment is made via the subjective observations of a SME [9].  
• It is important to provide evaluation results with an understanding of the source of 

the problem instead of only judgements on outcome [10].  
• There is a need to objectively evaluate systems, trainees, simulation based training 

scenarios [11], trainee performance [12], synthetic environments, etc.  
• Existing evaluation systems are domain dependent.  
• Distributing all data across the network allows others to learn about technical and 

operational information of evaluated system (security problems) [13]. 
• High network traffic is required in distributed environments [13]. 
• Insuffient use of local evaluation capabilities in distributed environments [13]. 

In this study, distributed evaluation is proposed to overcome or reduce the prob-
lems and obstacles mentioned above. Distributed evaluation is a way to delegate and 
partition automatic evaluation between evaluated entities. Instead of shear centralized 
evaluation, the analysis and evaluation of data will be disseminated using an evalua-
tion master agent (in the following just called ‘master agent’) and evaluation agents, 
referring to different levels of evaluation [13,14]. 

An agent is anything that can be viewed as perceiving the environment through 
sensors and acting upon environment through effectors [15]. Multi-agents systems are 
composed of multiple, interacting agents [16]. There are different application areas of 
multi-agents such as distributed simulation, decision support, computer games, hand-
written analysis, learning, control of robots (e.g. robot soccer), telecommunications, 
etc [16,17,18,19,20]. 

The study indicates that multi-agents can be used for distributed evaluation. In dis-
tributed environments, evaluation can split into two parts: 

• Overall evaluation 
• Evaluation at clients (or at sub systems) 

Different types of multi-agent organizations can be developed and designed. In the 
first type organization, user controls master agent to handle other agents and master 
agent collects knowledge from evaluation agents in order to do overall evaluation as 
shown in Fig. 1.. Master agent generates evaluation definition information, where 
evaluation objectives, rules, measures, methods, parameters, questionnaires, and their 
relationships are stored. Then master agent sends generated evaluation definition mes-
sages (or files) to the evaluation agents. Each evaluation agent is capable of doing par-
tial evaluation at client side. Evaluation agents collect information/data from the envi-
ronment, evaluate the data and send results to the master agent. The master agent analy-
ses evaluation results from the evaluation agents and provides user final evaluation 
results. Both, master and evaluation agents can be referred to as evaluation environment. 
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Fig. 1. Distributed evaluation using master and evaluation agents 
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Fig. 2. Distributed evaluation using master and evaluation agents 

 
Different types of multi-agent organizations can be designed and developed. In the 

first type organization, evaluation agents cannot communicate with each other. In the 
second type, evaluation agents can communicate with each other as shown in Fig. 2. 
This organization can be used in the situation, where the results generated by evalua-
tion agents can influence the results of other agents. 

The typical steps for distributed evaluation with using intelligent multi-agents are 
as follows [14]: 

1. User (i.e. evaluator) determines what will be evaluated.  
2. Master agent determines, what has to be evaluated by each evaluation agent. The 

master agent divides the tasks according to the evaluation agents’ capabilities and 
the environment where the evaluation agents perform evaluation. Each task is a 
subset of the overall evaluation. 

3. The master agent generates evaluation definition messages (or files) for each 
evaluation agent.  

4. The master agent sends generated evaluation definition messages (or files) to the 
evaluation agents.  
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5. After or during the execution of the exercise, the master agent evaluates high level 
aspects and the evaluation agents evaluate low level. 

6. The evaluation agents send their evaluation results to the master agent. 
7. The master agent evaluates all results and generates final evaluation results and 

presents to the user. 

2   Advantages of Distributed Evaluation 

The advantages of distributed evaluation are as follows: 

• It provides solutions that efficiently use information sources that are spatially 
distributed [17]. Delegation and partitioning of evaluation, simplifies the evalua-
tion process. 

• It reduces network traffic during exercise execution [13]. 
• Certain sensitive data has not to be sent across the network. Only pre-processed 

data, i.e. evaluation results, are distributed across the network. This reduces secu-
rity issues of evaluation [13]. 

• It can enhance performance along the dimensions of computational efficiency, 
reliability, extensibility, maintainability, flexibility and reuse [17]. 

3   Knowledge Representation 

Knowledge captured from experts and other sources must be organised in such a fash-
ion that a computer inferencing program (master and evaluation agent) will be able to 
handle the captured knowledge [21]. The master agent contains all the domain evalua-
tion knowledge and evaluation agents contain partially evaluation knowledge, which 
is needed for local evaluation at client side. In this study, integrated “Reference 
Model of Evaluation Objectives” and “Evaluation Definition Knowledge”, were used 
to represent evaluation knowledge of the master and evaluation agents as shown in 
Fig. 3 [22]:  

• Evaluation Objectives Hierarchical Tree (Reference Model of Evaluation Objec-
tives) includes all evaluation objectives and their relationship including the de-
pendencies.   

• Evaluation Definition Knowledge, where evaluation objectives, rules, measures, 
methods, parameters, questionnaires and their relationships are stored. 

 The terms used in evaluation definition are as follows: 
• Evaluation rules: Evaluation criteria that are used for assessments such as suc-

cessful/unsuccessful. 
• Measures: Results of methods, which are used to simplify the evaluation rules 

and provide reusability. 
• Methods: Algorithms for analyzing the collected parameters and calculating 

measures used in the rules.  
• Evaluation parameters: Variables needed for applying rules or calculating the 

result of methods. 
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In the knowledge model of master agent, each evaluation objective has related 

evaluation rules and different evaluation objectives can use the same evaluation rules 
in order to prevent duplication. In the knowledge model of master agent and evalua-
tion agents, each evaluation rule is related with evaluation measures (or parameters) 
and different evaluation rules can use the same evaluation measures (or parameters) in 
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Fig. 3. Knowledge Model of Master and Evaluation Agents 



 Distributed Evaluation Using Multi-agents 317 

 

will be defined by using evaluation objectives, rules and parameters. In complex 
evaluations, the evaluation knowledge will be defined by using evaluation objectives, 
rules, measures, methods and parameters. 

4   Modelling Evaluation Inferencing Mechanism 

Inferencing mechanism of master agent was modelled to handle evaluation knowl-
edge. The activity diagram of inferencing is shown in Fig. 4. Each activity represents 
the performing of a group of “actions ” in a workflow. The brief explanation of activi-
ties is as follows: 

Read evaluation keywords: This activity receives evaluation keywords from the 
user in order to present the user the possible evaluation objectives. 
Search evaluation objectives tree: This activity searches evaluation keywords in 
the evaluation Objectives tree. 
Search evaluation database for keywords: This activity searches evaluation 
keywords in the evaluation Database. 
Generate evaluation objectives results: This activity generates and presents the 
result of search in hierarchical form. 
Select evaluation objectives among results: This activity receives user’s evalua-
tion objectives selections from the user. 
Find evaluation rules related with the selected evaluation objectives: This ac-
tivity finds evaluation rules related with the selected evaluation objectives. 
Check if evaluation rules use parameter directly: This activity checks if the 
evaluation rules are defined by evaluation measures or evaluation parameters. 
Find evaluation parameters related with evaluation rules: If the evaluation 
rules in the KB are defined by evaluation parameters, this activity will find evalua-
tion parameters related with evaluation rules. 
Find evaluation measures related with evaluation rules: If the evaluation rules 
in the KB are defined by evaluation measures, this activity will find evaluation 
measures related with evaluation rules. 
Find evaluation methods related with evaluation measures: If the evaluation 
rules in the KB are defined by evaluation measures, this activity will find evalua-
tion methods related with evaluation rules. 
Find evaluation parameters related with evaluation methods: If the evaluation 
rules in the KB are defined by evaluation measures, this activity will find evalua-
tion parameters related with evaluation rules. 
Generate and disseminate evaluation definition information: This activity gen-
erates and disseminates evaluation definition information through evaluation 
agents. 
Put parameter values to the methods and calculate the result of measures: 
This activity gets common parameter values and puts these values to the related 
methods in order to calculate the result of measures. 
Execute evaluation rules with the values of evaluation measures: This activity 
executes evaluation rules with the calculated the values of the evaluation measures. 
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Receive evaluation results from evaluation agents: This activity receives 
evaluation results from evaluation agents 
Generate & present the results and explain the reason of inferencing: This ac-
tivity generates and presents the overall results of evaluation and explains the rea-
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Fig. 4. Activity diagram of inferencing mechanism 
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6   Conclusion 

Forming an evaluation definition is a complicated and time-consuming task. Finding 
out and formulating the required knowledge from the domain for which the evaluation 
is to be performed, is generally difficult due to lack of structured approach. It is not 
only important to formulate the knowledge, but also finding out the right source of 
knowledge is essential. Structured knowledge architecture is especially important in 
order to utilize evaluation knowledge automatically, especially in distributed envi-
ronments. A methodology for forming an evaluation definition and performing 
evaluation according to this definition was developed in this study. The methodology 
was developed to handle the heuristic knowledge of experts from different domains 
and information from different sources for evaluation purposes. The evaluation 
knowledge was represented as a reference model of evaluation objectives, production 
rules, measures, methods and parameters.  

The study highlights that multi-agents can be used for distributed evaluation and 
benefit users to decrease the cost and the evaluation time of synthetic environments, 
trainees, systems, etc for evaluation purposes. The proposed methodology is applica-
ble to different types of multi-agent organizations. Multi-agents can simplify the 
evaluation process and reduce network traffic in distributed environments and de-
crease security problems among the network.   

7   Future Work 

In this study, the evaluation tool called Intelligent Evaluation System [8] was devel-
oped and it was shown that multi-agents could be used for distributed evaluation. The 
main architecture of multi-agents was developed conceptually and system develop-
ment is under progress. 

Acknowledgement 

The paper is based on PhD study named as “Expert-Fuzzy Approach for Evaluation 
Systems” and the project named as EUCLID RTP 11.13 Project, which is carried out 
in CEPA 11 of Western European Armament Group. 

The authors would like to thank col. Ziya Paligu and Lt. Col. K. Kiran of Turkish 
MoD, Sava  Öztürk, Burak Selçuk Soyer, Ali Gürbüz and Ali Görçin from Marmara 
Research Center for their valuable support. 

References 

1. Trochin, W. M.K.: Introduction to Evaluation, http://trochim.human.cornell.edu/kb/ 
intreval.htm (2002) 

2. Öztemel E., Öztürk V.: Intelligent Evaluation Definition of Training Systems in Synthetic 
Environments, ITEC2003 Conference, UK (2003) 

3. Shub, Y., Kushnir, A., Frenkel, J.: Pilot Evaluation System Aerospace and Electronics, 
IEEE Proceedings of the NAECON 1994, (1994) 734–741 



 Distributed Evaluation Using Multi-agents 321 

 

4. Hartley R., Varley G.: The Design And Evaluation For Development Of Complex Deci-
sion Making Skills, IEEE International Conference on Advanced Learning Technologies 
(2001) 

5. Gregory W. H.: Evaluating Simulation Based Training Scenarios, 1998 Spring SIW 
(Simulation Interoperability Workshop) (1998) 

6. Oliveira J.C., Shirmohammad S., Georganas, N.D.: Collaborative Virtual Environment 
standards: a performance evaluation Proceedings. 3rd IEEE International Workshop on 
Distributed Interactive Simulation and Real-Time Applications, 22-23 Oct. (1999) 14–21 

7. Macannuco D., Hung J., Civinskas W.: A Test Suite to Evaluate Run-Time Infrastructure 
(RTI) Implementations for High Performance, Human-In-The-Loop (HITL) Simulators, 
1998 Spring SIW (Simulation Interoperability Workshop) (1998) 

8. Öztürk V., Sönmez C.: An Expert-Fuzzy Approach for Evaluation, International Manufac-
turing Symposium (IMS) 2004, Sakarya, Turkiye (2004) 

9. Rigg G., Morley R., Hepplewhite R.: Themis: The Objective Assessment of CGF Per-
formance, 9th Conference on Computer Generated Forces & Behevioral Representation 
(CGF-BR), SISO (2000) 

10. Bass, E. J.: Architecture for an intelligent instructor pilot decision support system, IEEE 
International Conference on Systems, Man, and Cybernetics, Volume: 1, (1998) 891–896  

11. Gregory W. H.: Evaluating Simulation Based Training Scenarios, 1998 Spring SIW 
(Simulation Interoperability Workshop) 
http://www.sisostds.org/doclib/doclib.cfm?SISO_FID_897 (1998) 

12. Hemel P., Kisg W. J.: Simulation Techniques In Operator And Maintenance Training, Per-
formance Assessment, And Personnel Selection, Comput. & Indus. Eng. Vol., No 2, UK 
(1981) 105-112 

13. Drewer P. M.: RTP 11.13 Project Technical report, RTP11.13-CAE-WE6.1–WD1_MzD- 
2.0b (2001) 

14. Rollesbroich B., Meyer zu Drewer P., Greiwe K. Jokipii M., Hartikainen T.: Common 
Evaluation Framework & Evaluation Knowledge Editor, RTP 11.13 Project Technical re-
port, RTP11.13-CAE-WE6.1-TR-1.0 (2003) 

15. Russell, S., Norvig, P.: Artificial Intelligence: A Modern Approach, Prentice Hall (1995) 
16. Weiss G.: Multiagent Systems A Modern Approach to Distributed Modern Approach to 

Artificial Intelligence, The MIT Press Cambridge, Massachusetts London, England  (1999) 
17. Gokturk E., Polat F.: Implementing Agent Communication for a Multiagent Simulation In-

frastructure on HLA, Proc. of the International Symposium on Computer and Information 
Science (ISCIS 2003), LNCS, Springer-Verlag  (2003) 

18. Alhajj R., Polat F.: Multiple-Agents to Identify and Separate Touching Digits in Uncon-
strained Handwritten Hindi Numerals, International Journal of Experimental and Theoreti-
cal Artificial Intelligence, Vol.15, No.4, (2003) 461–471 

19. Ulusar, U. D., Akin H. L: Design and Implementation of a Real Time Planner for 
Autonomous Robots, Proceedings, TAINN 2004, Turkish Symposium On Artificial Intel-
ligence and Neural Networks, Izmir, Turkey, (2004) 263–270 

20. Sycara K. P.: Multiagent Systems, AI Magazine, American Association for Artificial Intel-
ligence (1998) 

21. Turban, E.: Expert Systems and Applied Artificial Intelligence, Macmillan Publishing 
Company, USA (1995) 

22. Öztemel E., Öztürk V.: Intelligent Evaluation Definition of Training Systems in Synthetic 
Environments, ITEC2003 Conference, UK (2003) 

 



 

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 322 – 331, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Classification of Volatile Organic Compounds with 
Incremental SVMs and RBF Networks  

Zeki Erdem1,3, Robi Polikar2, Nejat Yumu ak 3, and Fikret Gürgen4 

1 TUBITAK Marmara Research Center, Information Technologies Institute,  
41470 Gebze - Kocaeli, Turkey 

zeki.erdem@bte.mam.gov.tr 
2 Rowan University, Electrical and Computer Engineering Department,  

210 Mullica Hill Rd., Glassboro, NJ 08028, USA 
polikar@rowan.edu 

3 Sakarya University, Computer Engineering Department, 
Esentepe, 54187 Sakarya, Turkey 
nyumusak@sakarya.edu.tr 

4 Bogazici University, Computer Engineering Department, 
Bebek, 80815 Istanbul, Turkey 
gurgen@boun.edu.tr 

Abstract. Support Vector Machines (SVMs) have been applied to solve the 
classification of volatile organic compounds (VOC) data in some recent studies. 
SVMs provide good generalization performance in detection and classification 
of VOC data. However, in many applications involving VOC data, it is not un-
usual for additional data, which may include new classes, to become available 
over time, which then requires an SVM classifier that is capable of incremental 
learning that does not suffer from loss of previously acquired knowledge. In our 
previous work, we have proposed the incremental SVM approach based on 
Learn++.MT. In this contribution, the ability of SVMLearn++.MT to incremen-
tally classify VOC data is evaluated and compared against a similarly con-
structed Learn++.MT algorithm that uses radial basis function neural network as 
base classifiers.  

1   Introduction 

Gas sensing systems for detection and recognition of VOCs are of significant impor-
tance for many industries and organizations. Examples include food industries for 
testing the quality of food products, military and humanitarian organizations for locat-
ing buried land mines, petrochemical and valve manufacturing companies for detect-
ing and identifying hazardous gases, and airport security and customs inspection 
agencies for detecting illegal drugs and plastic bombs. Consequently, gas sensing 
systems for detection and recognition of VOCs, an important class of chemicals that 
can readily evaporate, have gained considerable attention, due to VOCs are encoun-
tered in many real-world applications. The VOCs classification problem is often made 
harder due to the irreversible behavior of the sensor array overtime such as parameter 
drift or just noisy data [1]. Furthermore, one of the main challenges in using gas sens-
ing systems is to be able to increase the number of odorants that can be identified over 
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time with additional data. On the other hand, the training dataset that was originally 
used to train the system may not be available by the time new training datasets be-
come available.  

Support Vector Machines (SVMs) have been used to recognition of VOC data in 
some studies [1-4]. SVMs provide good generalization performance in the context of 
odor detection and classification, despite the fact that it does not incorporate problem-
domain knowledge [1]. As with any type of classifier, the performance and accuracy 
of SVMs rely on the availability of a representative set of training dataset. However, 
acquisition of such a representative VOC dataset is expensive and time consuming as 
mentioned above. Consequently, such data often become available in small and sepa-
rate batches at different times. In such cases, a typical approach is combining new 
data with all previous data, and training a new classifier from scratch. In other words, 
such scenarios require a classifier to be trained and incrementally updated, where the 
classifier needs to learn the novel information provided by the new data without for-
getting the knowledge previously acquired from the data seen earlier. Since SVMs 
need to be reinitialized and retrained with the combined old and new data to learn the 
additional information, they are not capable of incremental learning. This causes all 
previously acquired knowledge to be lost, a phenomenon known as catastrophic for-
getting [5]. Therefore, SVMs require incrementally training in recognition of VOC 
data. 

In our previous work [6], integrating the SVM classifiers into an ensemble frame-
work using Learn++.MT, we have shown that the SVM classifiers can in fact be 
equipped with the incremental learning capability. Learn++.MT was developed in 
response to reduce the effect of out-voting problem, called classifier proliferation, in 
the ensemble of classifiers for the incremental learning [7]. In this paper, considering 
that the problem is caused by the nature of gas sensing system, we investigate the 
ability of the incremental SVM (SVMLearn++.MT) to classify of VOC data, while 
avoiding the catastrophic forgetting problem and also reducing the effect of out-
voting problem. Its performance have been compared the performance of radial basis 
function network used as the base classifier of the Learn++.MT. 

2   Gas Sensing System 

Due to their ability to mimic the human olfactory system, although in a very limited 
sense, gas sensing systems are often referred to as Electronic Nose (E-nose) Systems 
(Figure 1). An electronic nose is an instrument, which comprises an array of elec-
tronic chemical sensors with partial specificity and an appropriate pattern recognition 
system, capable of recognizing simple or complex odors [8]. The sensor array is a 
collection of sensors exposed to the same sample and producing individual responses 
as well as an entire response pattern. Piezoelectric acoustic wave sensors, which com-
prise a versatile class of chemical sensors, are used for the detection of VOCs data 
used in this study [9]. For sensing applications, a sensitive polymer film is cast on the 
surface of the Quartz Crystal Microbalance (QCM). This layer can bind a VOC of 
interest, altering the resonant frequency of the device, in proportion to the added 
mass. 
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Fig. 1. An Electronic Nose System 

Addition or subtraction of gas molecules from the surface or bulk of an acoustic 
wave sensor results in a change in its resonant frequency. The frequency change f, 
caused by a deposited mass m can be described as following: 

A

m
ff

Δ⋅⋅×−=Δ 26103.2  (1) 

where f is the fundamental resonant frequency of the bare crystal, and A is the active 
surface area. The sensor typically consists of an array of several crystals, each coated 
with a different polymer. This design is aimed at improving identification, hampered 
by the limited selectivity of individual films. Employing more than one crystal, and 
coating each with a different partially selective polymer, different responses can be 
obtained for different gases. The combined response of these crystals can then be used 
as a signature pattern of the VOC detected. 

 
 
 
 
 
 
 

 
 
 
 

Fig. 2. Sample responses of the six-QCM sensor array to VOCs data 

The gas sensing dataset used in this study consisted of responses of six QCMs to 
five VOCs, including ethanol (ET), xylene (XL), octane (OC), toluene (TL), and 
trichloroethelene (TCE). Figure 2 illustrates sample patterns for each VOC from six 
QCMs coated with different polymers, where the vertical axis represents normalized 
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frequency change. Note that the patterns from toluene, xylene, and trichloroethelene 
look considerably similar; hence, they are difficult to distinguish from each other.  

3   Incremental SVM 

3.1   Learn++.MT Algorithm 

The Learn++ algorithm has been introduced as an incremental learning algorithm that 
is capable of learning additional information [10], even difficult learning conditions. 
Learn++ not only assumes the previous data to be no longer available, but it also al-
lows additional classes to be introduced with new data, while retaining the previously 
acquired knowledge. It is an ensemble approach, inspired primarily by the AdaBoost 
algorithm [11]. Learn++ also creates an ensemble of classifiers, each trained on a sub-
set of the current training dataset, and later combined through weighted majority vot-
ing. Training instances for each classifier are drawn from an iteratively updated dis-
tribution. The main difference is that the distribution update rule in AdaBoost is based 
on the performance of the previous classifier, which focuses the algorithm on difficult 
instances, whereas that of Learn++ is based on the performance of the entire ensemble, 
which focuses this algorithm on instances that carry novel information. This distinc-
tion gives Learn++ the ability to learn new data, even when previously unseen classes 
are introduced. As new data reach, Learn++ creates additional classifiers, until the 
ensemble learns the new information. Since no classifier is discarded, previously 
acquired knowledge is retained.  

Learn++ uses weighted majority voting, where each classifier receives a voting 
weight based on its training performance. This works well in practice even for incre-
mental learning problems. However, if the incremental learning problem involves 
introduction of new classes, then the voting scheme proves to be unfair towards the 
newly introduced class: since none of the previously created classifiers can pick the 
new class, a relatively large number of new classifiers need to be generated that rec-
ognize the new class, so that their total weight can out-vote the first batch of classifi-
ers on instances coming from this new class. This in return populates the ensemble 
with an unnecessarily large number of classifiers. Learn++.MT, explained below, is 
specifically designed to address this issue of classifier proliferation [7]. 

The main innovation in Learn++.MT is the way by which the voting weights are de-
termined. Learn++.MT, also obtains a set of voting weights based on the individual 
performances of the classifier, however, these weights are then adjusted based on the 
classification of the specific instance at the time of testing, through dynamic weight 
voting (DWV) algorithm [7]. For any given test instance, Learn++.MT compares the 
class predictions of each classifier and cross-references them with the classes on 
which they were trained. Essentially, if a subsequent ensemble overwhelmingly 
chooses a class it has seen before, then the voting weights of those classifiers that 
have not seen that class are proportionally reduced. The Learn++.MT algorithm is 
given in Figure 3. 

For each dataset (Dk) that becomes available to Learn++.MT, the inputs to the algo-
rithm are (i) a sequence of m training data instances xi along with their correct labels 
yi, (ii) a classification algorithm, and (iii) an integer Tk specifying the maximum num-
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ber of classifiers to be generated using that database. If the algorithm is seeing its first 
database (k=1), a data distribution (Dt), from which training instances will be drawn, 
is initialized to be uniform, making the probability of any instance being selected 
equal.  If k>1 then a distribution initialization sequence initializes the data distribu-
tion.  The algorithm adds Tk classifiers to the ensemble starting at t=eTk+1, where eTk 
denotes the current number of classifiers in the ensemble. 

 

       Input: For each dataset k  k=1,2,…,K 
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              Call DWV to obtain the final hypothesis, Hfinal. 
 

Fig. 3. The Learn++.MT Algorithm 

For each iteration t, the instance weights, wt, from the previous iteration are first 
normalized to create a weight distribution Dt.  A classifier, ht, is generated from a subset 
of k that is drawn from Dt. The error, t, of ht is then calculated; if t > ½, the algorithm 
deems the current classifier, ht, to be too weak, discards it, and returns and redraws a 
training dataset, otherwise, calculates the normalized classification error βt. The class 
labels of the training instances used to generate this classifier are then stored. The DWV 
algorithm is called to obtain the composite classifier, Ht, of the ensemble. Ht represents 
the ensemble decision of the first t hypotheses generated thus far. The error of the com-
posite classifier, Et is then computed and normalized. The instance weights wt are finally 
updated according to the performance of Ht such that the weights of instances correctly 

D

D

D

D
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classified by Ht are reduced and those that are misclassified are effectively increased. 
This ensures that the ensemble focus on those regions of the feature space that are not 
yet learned, performing the incremental learning [7]. 

3.2   SVM Classifiers and Its Ensemble 

Support vector machines (SVMs) have been successfully employed in a number of 
real world problems [12, 13]. They directly implement the principle of structural risk 
minimization [12] and work by mapping the training points into a high dimensional 
feature space, where a separating hyperplane (w, b) is found by maximizing the dis-
tance from the closest data points (boundary-optimization). Given a set of training 
samples S={(xi,yi)  i=1,…,m}, where xi∈Rn are input patterns, yi ∈ {+1, −1} are class 
labels for a 2-class problem, SVMs attempt to find a classifier h(x), which minimizes 
the expected misclassification rate. A linear classifier h(x) is a hyperplane, and can be 
represented as h(x) = sign(wTx+b). The optimal SVM classifier can then be found by 
solving a convex quadratic optimization problem: 
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+
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2

, 2
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max ξ     subject to ( ) iii bxwy ξ−≥+ 1,  and 0≥iξ  (2) 

where b is the bias, w is weight vector, and C is the regularization parameter, used to 
balance the classifier’s complexity and classification accuracy on the training set S. 
Simply replacing the involved vector inner-product with a non-linear kernel function 
converts linear SVM into a more flexible non-linear classifier, which is the essence of 
the famous kernel trick. In this case, the quadratic problem is generally solved 
through its dual formulation:  
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where αi are the coefficients that are maximized by Lagrangian. For training samples 
xi, for which the functional margin is one (and hence lie closest to the hyperplane),    
αi > 0. Only these instances are involved in the weight vector, and hence are called the 
support vectors [13]. The non-linear SVM classification function (optimum separat-
ing hyperplane) is then formulated in terms of these kernels as: 

  −=
=

m
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jiii bxxKysignxh
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The final composite SVM classifier is obtained using the DWV algorithm for 
Learn++.MT algorithm (Figure 4), as follows. Inputs of DWV are (i) the current train-
ing data and corresponding correct labels, (ii) classifiers ht (iii) βt, normalized error 
for each ht, and (iv) a vector containing the classes on which ht has been trained. The 
SVMs classifier weights, Wt =log(1/ t), are first initialized according to where each 
single SVM classifier first receives a standard weight that is inversely proportional to 
its normalized error βt so that those classifiers that performed well on their training 
data are given higher voting weights. A normalization factor is then created as the 
sum of the weights of all classifiers trained with class c=1,2,…,C. For each instance, a 
per-class confidence factor 0<Pc<1 is generated.  Pc is the sum of weights of all the 
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classifiers that choose class c divided by the sum of the weights of all classifiers 
trained with class c. Then, for each class, the weights are adjusted for classifiers that 
have not been trained with that class, that is, the weights are lowered proportional to 
the ensemble’s preliminary decision on that class. The final composite SVM classifier 
is then calculated as the maximum sum of the weights that chose a particular class: 

=
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Fig. 4. The Dynamic Weight Voting Algorithm 

4   Experimental Results 

A single hidden layer classical Radial Basis function (RBF) network and SVM with 
RBF kernel were used as the base classifier in our experiments. SVM and RBF net-
work with Learn++.MT (SVMLearn++.MT and RBFLearn++.MT) have been tested on 
VOC dataset.  

RBF kernel :  −−= 22
2/exp),( σjiji xxxxK  (6) 

SVM classifier parameters are the regularization constant C, the spread σ of RBF 
kernel. RBF classifier parameters are the mean squared error goal and the spread of 
radial basis functions. The choice of classifier parameters is a form of model selec-
tion. Although the machine learning community has extensively considered model 
selection with SVMs, optimal model parameters are generally domain-specific [14]. 
Therefore, we used the cross-validation technique with 5-folds to jointly select the 
SVM and also RBF network parameters. 

The VOC dataset consisted of 384 six dimensional signals, 220 of which were used 
for training, and 164 of which were used for testing (TEST). Training dataset was 
divided into three training subsets (DS1, DS2, DS3). DS1 had instances from ET, OC, 
and TL, DS2 added instances mainly from TCE and very few from the previous three, 
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Table 1. VOC data distribution 

Class ETHANOL (C1) TCE (C2) OCTANE (C3) XYLENE (C4) TOLUENE (C5) 
DS1 20 0 20 0 40 
DS2 10 25 10 0 10 
DS3 10 15 10 40 10 
Test 24 24 24 40 52 

Table 2. SVMLearn++.MT with RBF kernel (σ = 3, C = 100) results 

 C1 C2 C3 C4 C5 Gen. Std 
DS1 94% - 91% - 100% 59% 1.42% 
DS2 98% 97% 83% - 93% 70% 1.24% 
DS3 95% 95% 90% 100% 71% 88% 1.63% 

Table 3. RBFLearn++.MT (σ = 0.45, goal = 0.5) results 

 C1 C2 C3 C4 C5 Gen. Std. 
DS1 93% - 82% - 98% 57% 1.18% 
DS2 96% 96% 77% - 91% 68% 1.44% 
DS3 90% 92% 80% 99% 69% 85% 3.83% 
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Fig. 5. Performance Results 

and DS3 added instances from XL and very few from the previous four. TEST set 
included instances from all classes. Only DSk was used during the kth training session. 
Table 1 presents the distribution of the datasets where subsequent datasets are biased 
toward the new class. Such a distribution results in challenge; since the algorithm will 
no longer have the opportunity to see adequate number of instances from previously 
introduced classes in the subsequent training sessions. 



330 Z. Erdem et al. 

 

SVMLearn++.MT  and RBFLearn++.MT were incrementally trained with three sub-
sequent training datasets. They were permitted to generate as many classifiers as nec-
essary to obtain their maximum performance. The numbers of classifiers generated 
were 6, 5, and 4 to achieve their best performance in three training sessions, respec-
tively. Results from tests are shown in Tables 2 and 3 based on averages of 30 trials. 

As expected, the performances of the classifiers on their own training data were 
very high. We note that the performance on the TEST dataset improves as incre-
mental learning progresses and the system learns new classes. This is also expected, 
since TEST set had instances from all five classes, and instances from all classes were 
not introduced to classifiers until the last session. The performance improvement on 
the TEST data as new datasets are introduced demonstrates the incremental learning 
capability of the algorithm. 

Performance results from tests are shown in Figure 5 based on mean of 30 trials. 
Generalization performance of SVMLearn++.MT and RBFLearn++.MT on the test 
dataset progressively improved from 59-57% to 88-85%, respectively, as new data 
was introduced, demonstrating its incremental learning capability even when in-
stances of new classes are introduced in subsequent training sessions. 

5   Conclusions 

In this contribution, we have shown that incremental SVM (SVMLearn++.MT) can 
incrementally learn new classes, while retaining the previously acquired knowledge 
and also reducing of the classifier proliferation. In other words, the ability of learning 
new information provided by subsequent datasets, including new knowledge provided 
by instances of previously unseen classes, has been presented. SVMLearn++.MT with 
RBF kernel has also been compared against standard RBF network used as the base 
classifier of Learn++.MT. The results demonstrate that SVMLearn++.MT produced 
slightly better generalization performance, but also provided a significantly more 
stable improvement as seen from the reduced standard deviation. 
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Abstract. Web Services are the most promising innovative solution in order to 
remove business and technical obstacles for e-business. They support a true 
service oriented architecture that is designed to securely expose business logic 
beyond the firewall. As the momentum around Web Services increases, there is 
a growing need for effective mechanisms to coordinate the interaction among 
them. Business Process Execution Language for Web Services (BPEL) is a 
good candidate, such that it satisfies the needs of the business to enable this in-
teraction. However, BPEL still is far from fulfilling all the requirements of 
composition. In this research, we constructed an architecture to improve per-
formance of parallel executions in BPEL documents. Our architecture, by the 
help of our controller agent, allows dynamic execution of statically designed 
flow with respect to customer defined issues and QoS parameters at both im-
plementation time and runtime. 

1   Introduction 

Web Services is not just an interesting approach for developing software applications. 
It has direct business benefits. That is why; researchers and practitioners have been 
paying great attention to the concept of Web Services. Earlier versions of distributed 
object technologies failed to satisfy the business demands. Web Services, on the other 
hand, promises to change those disappointments in the market place. Web Services 
are moving from their initial “describe, publish, interact” capability to a new phase in 
which robust business interactions are supported [1]. Web Service Orchestration pro-
vides the ability to prescribe how Web Services are used to implement activities 
within a business process, how business processes are represented as Web Services, 
and also which business partners perform what parts of the actual business process 
[2]. The fundamental idea behind Web Service Orchestration specifications is to ex-
tend the basic Web Services stack with a so-called business process integration layer 
and make Web Services to support business operations. A general list of a variety of 
Web Service Composition languages can be stated as WSCI [3], BPML [4], 
BPEL4WS [5], BPSS [6], and XPDL [7]. Different frameworks can be constructed 
for comparing these process modeling languages [8] [9]. These analyses point 
BPEL4WS (in short BPEL) as the most promising Web Services Composition lan-
guage. BPEL builds on IBM’s Web Services Flow Language (WSFL) and Micro-
soft’s Web Services for Business Process Design (XLANG). Accordingly, it com-
bines the features of a block structured process language “XLANG” with those of a 
graph-based process language “WSFL”. BPEL is intended for modeling two types of 
processes: executable and abstract processes. An abstract process is a business proto-
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col specifying the message exchange behavior between different parties without re-
vealing the internal behavior of any of them [9]. An executable process specifies the 
execution order between a number of constituent activities, the partners involved, the 
messages exchanged between these partners, and the fault and exception handling 
mechanisms.  

In this paper, we introduce our current effort for increasing the performance of  
parallel executions in BPEL documents by decreasing response time. We have been 
developing an architecture that allows dynamic execution of statically designed flow 
regarding customer defined issues at both implementation time and runtime as  
Figure 1 illustrates. Our proposed architecture supports the dynamic selection of se-
quences which are part of parallel execution with similar behavioral properties at 
runtime. We have designed a Controller Agent which can easily be integrated by any 
BPEL document for applying QoS parameters. Furthermore, our architecture allows 
users to obtain real-time information about server performance in order to monitor the 
accomplishment of assured services, giving the user an instant QoS feedback. We 
believe that our approach is extensible and based on Internet standards such as XML 
schema, SOAP, WSDL, and UDDI [10]. This ensures the independence of any par-
ticular programming model and other implementation specific semantics. It should be 
noted that our proposed architecture does not by itself address the problems of rout-
ing, load balancing, security, transaction, pricing and dynamic selection of Web Ser-
vices. Instead, we concentrate on selecting execution paths dynamically at runtime 
while Web Services compositions are constructed statically. It is possible to apply 
QoS parameters, especially response time, through a Controller Agent. The goal of 
our prototype implementation that is presented in this paper is to prove the feasibility 
of our concept. The remainder of this paper is outlined as follows. After discussing 
some related work, we present the architecture of our agent based BPEL approach and 
discuss the specification issues in section 3. We evaluate some simulation results and 
clarify the performance changes in section 4. Finally, we conclude with an outlook of 
future work and conclusion. 

2   Related Work 

Web Services are starting to be deployed within organizations and being offered as 
paid services across organizational boundaries. Therefore, quality of service (QoS) 
has become one of the key issues to be addressed by providers and clients. Many 
important challenges stem from the quality-of-service issues in composite Web Ser-
vices [11]. Efforts in the past years mainly focused on describing, advertising and 
signing up to Web Services at defined QoS levels. This includes HP’s Web Services 
Management Language (WSML) [12], IBM’s Web Service Level Agreement 
(WSLA) language [13], the Web Services Offer Language (WSOL) [14] as well as 
approaches based on WS-Policy [15]. WSOL provides different predefined classes of 
service for clients to choose from. WSML and WSLA languages have been developed 
to specify Service Level Agreements (SLA) for Web Services. Many scientists have 
conducted research for filling the gaps of stated approaches [16]. One of the works is 
on mapping of QoS requirements from higher layers onto the underlying network 
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layer in terms of the Internet model [16]. SLA is an agreement regarding the guaran-
tees of a web service which defines mutual understandings and expectations of a ser-
vice between the service provider and service consumers. The service guarantees are 
about execution of required transactions and how well they should be executed. Any 
Web Service covered by an SLA must be monitored for scalability and performance. 
All SOAP, WSDL, and other interoperability issues must be resolved before an SLA-
covered Web service is launched into a production environment. The provider offer-
ing the service may be financially liable under the terms of the SLA. In such a case, if 
the service does not meet certain standards, it is particularly important to make sure 
these kinds of problems are under control. Even though, a given business enterprise is 
under guarantee with SLA, there could be some problematic situations that the busi-
ness can not stand These efforts enable us to describe quality metrics of services, such 
as response time, and the flexibility of associated service level objectives. In a way 
that is meaningful for the business needs of a service client. While methods to de-
scribe and advertise QoS properties have been developed, the main outstanding issue 
remains as how to implement a service that lives up to promised QoS properties. Es-
pecially, defining QoS properties for composite Web Services is a complex issue. 
Innovative solutions are needed to be able to bundle QoS properties of a service ap-
plication with the properties of the provider’s network, the client’s network and the 
network connecting both. In addition, composite services may specify QoS properties 
dependent on the input data and the expected path of the execution. This area requires 
more research and novel ideas [17]. 

It has shown that the time spent at the slow Web Service dominates overall execu-
tion time [18]. Menascé’s article provides good insights on the performance impact of 
a slower service that participates in an application using several Web Services. He 
also pointed that we can improve the application’s scalability as a whole by reducing 
the time spent at the slow server. These mathematical derivations and insights form 
the basic logic of our architecture. We have tried to point out problematic and slow 
Web Service invocations that are part of parallel executions in BPEL document with 
similar behaviors. Then we ignore these branches for a specified period of time while 
protecting the main objective of BPEL process. User preferences also affect our selec-
tion of these slower Web Services in the parallel execution. Many respected scientific 
work showed that how dynamic selection of Web Services partners is critical while 
composing Web Services with QoS parameters in mind [16] [19] [20] [21] [22] [23]. 
Basically in these scenarios, partners are evaluated by their past behaviors with the 
help of clustered agents or by third party companies. Unfortunately, these evaluation 
methods can not be trusted all the time because of the difficulties behind the operation 
of handling evaluations accurately. Moreover, selecting new services dynamically 
would require us to quantify our criteria for selection. There are also challenging 
issues of correctness and optimality. In this respect METEOR-S is a promising tool 
aimed to reduce much of the service composition problem to a constraint satisfaction 
problem [24]. The work of these researchers also show that dynamic selection of Web 
Services while satisfying QoS parameters is an area where more work needs to be 
done. On the other hand many Web Services compositions do not necessarily need 
this approach for satisfying their business needs. Supply chain problems are good 
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candidates for static composition with their close collaborations between suppliers 
and retailers. In our proposed approach, BPEL document is designed statically based 
on company’s evaluation results or trust degrees on partner links. Then we evaluate 
all the partners in each execution of the BPEL document to reach an optimum state. 
Optimum state means the balance between user preferences and QoS. By this ap-
proach, one can dynamically execute a BPEL document which is constructed stati-
cally. This operation results in elimination of undesired time loss [25]. In short, we 
prefer to form the selection statically but execute these services dynamically or on the 
fly. For example, our approach can easily be adapted to middleware companies when 
compared to the dynamic selection and composing of Web Services partners with 
QoS parameters in mind. Moreover, it should be noted that there is no overhead 
caused by provider and requester negation on satisfying QoS parameters. Only the 
interaction between BPEL document and the Controller Agent cause some overhead 
due to the invocation of the Agent for updating information about flow executions and 
gathering the optimum execution path. 

3   Proposed Architecture 

The core logic of our proposed system (Fig. 1) is the Controller Agent integrated with 
BPEL document. Controller Agent Architecture is composed of three main layers 
(Fig. 2). At the top of the architecture, there exists Web Service Interface layer for 
handling the communication with BPEL documents in a standard way. By defining 
the agent as a Web Service, we encapsulate the Web Service advantages.  Agent 
layer, in the middle of the architecture, decides which paths to follow in execution of 
flow actions composed of similar behavioral partners according to user preferences or 
QoS parameters. Agent mainly concentrates on broken links and Web Services that 
happen simultaneously. By the help of Agent layer, user preferences are balanced 
with business executions in BPEL in order to eliminate unnecessary and useless 
branches of parallel executions. In our architecture, the agent is responsible for this 
balance. Actually, our architecture makes a dynamic selection on statically formed 
Web Services. This dynamic selection concentrates on flow actions which correspond 
to parallel executions. We also assume that these Web Services provide overlapping 
or identical functionality such as in requesting a quote of some inventory items from 
several suppliers in a supply chain management. At the lower layer, there exits a rela-
tional database which is responsible for recording historical data gathered from each 
execution of BPEL documents. The database with its design structure is capable of 
handling historical data of many different BPEL documents. This enables agent con-
troller to support different BPEL documents. 

The Controller Agent integration with BPEL document is similar to invoking a 
regular synchronous Web Service. In figure 1, there exists circled numbers which 
correspond to a simple simulation steps of how the Controller Agent integrated BPEL 
document is executed. Each step, relatively circled numbers, in the figure is described 
briefly as follows; 
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Fig. 1. Overview of the Controller Agent Integration with BPEL document 

 

1. A requester makes a request to the Controller Agent integrated BPEL document. 
Since Controller Agent gives the opportunity to the requester for supporting his/her 
QoS parameters as input parameters, the requester can state his/her preferences for 
the execution. As far as the prototype is concerned, only the parameter of response 
time QoS in inner flow execution of BPEL document is supported.  

2. The first controller invoker request that is the most suitable execution path for each 
parallel execution from the Controller Agent according to the user QoS parameters. 
This execution path is decided by the Controller Agent based on user preferences 
and historical data. In this decision process, the Controller Agent uses simple heu-
ristics which are obtained through recursive executions of that BPEL document. 

3. Controller Agent returns an execution path for each flow in requester BPEL docu-
ment. 

4. In each flow, there exists a conditional statement that decides to execute flows 
branches or not according to the execution path returned from Controller Agent. 

5. Represents inner structure of scope, we assume that flow actions consists of invoke 
actions. 

6. The second controller invoker sends back information about flow executions to the 
Controller Agent. In our prototype, since we only support response time QoS pa-
rameter in composite Web Services, the information mainly consists of start time 
of each flow and execution end times of each flow’s branches. If a sequence is 
broken or if it is not responding anymore, this information is also inherited. 

7. Information about how much it takes to execute a flow and its branches, and in-
formation on broken links is recorded to the relational database.  
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Fig. 2. Overview of the Controller Agent architecture 

4   A Sample Use Case 

Let us assume that a manufacturer wants to design Web Services composition with his 
suppliers to satisfy his business needs. In order to buy spare parts, the manufacturer 
obtains prices from different suppliers. The manufacturer decides to buy these parts 
from the supplier which gives the minimum price. Although, it is a simple scenario, it 
inherits basic logic behind the Web Services composition. To achieve his goal, the 
manufacturer designs his BPEL document including flow action (parallel execution) 
where available supplier Web Services provide overlapping or identical functionality. 
The flow action contains the suppliers as its branches. We simulate the environment 
variables like supplier Web Services and manufacturer Web Service. In our  
simulation, we do not use real data or real Web Services, since we believe that the 
constructed environment is sufficient enough to clarify the affects of our proposed 
architecture.  

In composite Web Services execution it takes a lot of time to recover from Web 
Services that are not responding. Our architecture aims to decrease this time loss by 
analyzing historical data gathered from previous executions of BPEL document. After 
deciding that some links are not responding anymore, these branches are stated as 
broken links and they are not executed until the next checking procedure takes place 
to understand if this link restarts to respond. In our simulation, BPEL process of the 
manufacturers consists of one flow action which is composed of ten supplier Web 
Services for requesting merchandise purchases. These supplier Web Services have the 
same functionality and the same response time. We prepared two similar environ-
ments. First environment is a normal BPEL execution, means the Controller Agent is 
not integrated. The second environment is built by using our proposed architecture. 
Then we begin to disable supplier services one by one to see the performance changes 
based on average response time. For each simulation we show the obtained results as 
graphs illustrating how the number of disabled services for each environment affects 
the response time of the process (Fig. 3). In Figure 3, the y-axis denotes the average 
response time. The x-axis shows the number of executions of the BPEL process of the 
manufacturer. In Figure 3, by scaling number of executions from 1 to 10, we wanted 
to show that the whole system’s average response time for both Controller Agent 
integrated and Controller Agent not integrated differs unpredictably in similar  
situations. For instance, average response time of the Controller Agent not integrated 
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environment with 3 dead Web Services differs from 4.1 seconds to 4.6 seconds when 
the number of executions scales from 1 to 10, respectively. The reason for different 
average response time in both environments is caused by BPEL engine machine  
performance and the network load between BPEL engine and partner Web Services at 
that specific execution time interval. Since there is some overhead caused by the  
integration in the initial steps, it seems normal execution has some advantages on the 
Controller Agent integrated one. However, after stopping three supplier Web Services 
it is obvious that our proposed architecture has less average response time compared 
to its normal form. For instance, when number of executions are 10, the Controller 
Agent integrated environments yields less response times compared to normal  
scenario. 

The simulation environment is constructed such that Web Services would have the 
same response time in parallel execution. However, it has been shown that BPEL 
process average response time changes when we manipulate the availabilities of these 
Web Services. One may question that although the participating Web Services have 
the same response time in parallel execution in a BPEL process, how come the sys-
tem’s response time can be affected by stopping these Web Services? It should be 
noted that while BPEL engine executing its operations it uses computer resources to 
manage its capacity through the process. When the number of operations (such as 
invoking participating supplier Web Services in our case) decreases/ increases the 
completion time of the process also decreases/ increases. Moreover, while communi-
cating with external Web Services the network load affects the response time of each 
Web Services. By defining the participating Web Services in a flow activity with the 
same response time, we actually want to express that they have the same response 
time in a virtual environment with unlimited resources. 

In Figure 4, we extend the Figure 3 by focusing on number of executions which are 
10. In Figure 4, the y-axis denotes the average response time. The x-axis shows the 
number of dead branches which we disable one by one to see the performance 
changes of the system. The red graph represents Controller Agent not integrated envi-
ronment whereas the blue graph represents Controller Agent integrated one. It is ob-
vious that when the number of dead branches increases the gap between two envi-
ronment’ response time increases. Controller Agent integrated environment proves 
itself having better performance. By the simulation we aimed to show from a global 
perspective that how broken links coverage in our architecture helps to reduce re-
sponse time of composite Web Services execution. Although the number of supplier 
Web Services is limited in our architecture, in real life it might be tens or hundreds 
and this would make our proposed architecture even more effective. 

Moreover, the Controller Agent gives opportunity to the manufacturer to state QoS 
parameters. For now, only response time parameter is available. But it should be 
noted that this QoS parameter is not for a global execution of the BPEL process, it is 
only for a local flow action, since we only get information on flow actions. In our 
assumption, the most time consuming part of the business executions would be on 
parallel executions, at least for applications where concurrent Web Services invoca-
tions with the same functionality are needed. Requesting merchandise purchases from 
many different suppliers is a suitable example for these kinds of applications. Also, in 
our simulation environment, we get expected results according to QoS parameter 
stated by the manufacturer. 
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5   Future Work 

We designed and applied our proposed architecture on flow actions only where paral-
lel executions take place. We also limited our algorithm to find optimum path on Web 
Services which have the same functionality. In the future, we are planning to work on 
removing these limitations and try to apply other QoS parameters to our architecture. 
Although there exists some limitations regarding the Controller Agent capabilities, 
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this work gives good insight on applying QoS parameters to statically formed com-
posite Web Services by executing them dynamically. For the prototype, the Controller 
Agent uses some heuristics that is decided by experiments and by intuition. For in-
stance, one of the heuristics is a time period in which a branch of a flow action is not 
executed. This would be marked as a broken link. In our simulation environment the 
value of this wait period value was stated as four. After the forth execution, the Agent 
Controller lets that broken link to be executed in order to determine if it is available 
again or not. This waiting interval can be optimized by a self learning agent. If the 
Controller Agent turns into an Artificial Controller Agent, the architecture benefits 
more with new capabilities. Of course, deciding which learning mechanism would be 
much more suitable for our Artificial Controller Agent is another challenge for our 
future work. 

6   Conclusion 

We have described a framework to achieve dynamic service selection from statically 
composed Web Services in a manner that considers the optimum execution path re-
garding the QoS parameter: response time. We tried to optimize existing Web Ser-
vices composition structure with the help of the Controller Agent Web Service. We 
evaluated our approach with simulation experiments and showed that a level of per-
formance increment emerges from the system. 
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Abstract. In this paper, we address the problem of fair exchange of multimedia 
files and propose a fair multimedia exchange protocol. The protocol is fair in 
such a way that none of the parties obtain a significant advantage and cheat on 
the other party by terminating the protocol abruptly. In the application scenario 
that we considered two parties want to exchange some multimedia files such 
that neither party wants to transmit its own data in its entirety before receiving 
other party’s data. The proposed fair multimedia exchange protocol uses a 
baby-step approach in which data are sent in parts and the probability of proto-
col completion is gradually increased over several cycles. We also implemented 
the proposed protocol and comparatively analyzed its performance. We ob-
served that, in terms of execution time, the proposed protocol performs close to 
a secure but unfair protocol for the same amount of exchange data.   

1   Introduction  

The main goal of an exchange protocol is to trade data fairly between two entities. 
The exchanged items may differ from application to application. Below a short list of 
some exchange protocols is given. 

- In an e-commerce protocol [1, 2, 3, 4, 5, 6 and 7], the customer exchanges the 
payment to get an electronic good (e-good) or a service. 

- In a certified mail protocol [8, 9 and 10], an e-mail message is sent and a receipt, 
which shows that the receiver has obtained the e-mail, is received.  

- In a contract signing protocol [11, 8, 12, 13 and 9], digital signatures are ex-
changed. These signatures bind two parties to the terms stated on a contract.   

In the literature, two different types of exchange protocols are proposed: online 
third-party protocols [14, 12, 4, 6 and 7] and baby-step protocols [13 and 9]. In online 
third-party protocols, a trusted third party is employed as an active entity. Each party 
submits its own item to the trusted third-party and this trusted third-party passes the 
items to the recipient entity. In baby-step protocols, items are split into small parts. 
Two entities swap multiple partial items one by one. In other words, one of the enti-
ties sends one of his/her partial item to the other entity and waits for the other side to 
send a partial item.  This swapping of partial items continues until the items are com-
pletely exchanged.  

The shortcomings of online third-party protocols and baby-step protocols are dis-
cussed in [4]. Online third-party protocols require that the trusted third-party always 
be at service; the large amount of traffic routed to the third party may create a bottle-
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neck in the network. Moreover, trusted third party is a single point of failure that 
requires costly precautions for continuous service. On the other hand, baby-step pro-
tocols, which have peer-to-peer architecture, do not employ any central authority or 
party. Thus, there is no single-point-of-failure problem here. However, the protocol 
may impose some overheads and may be complex.  

In this paper, a fair multimedia exchange protocol is proposed and its performance 
is comparatively analyzed. Due to the nature of the problem, a baby-step approach is 
taken. Some characteristics of the proposed protocol are given below: 

- The protocol is fair such that even in the worst case both entities obtain approxi-
mately same amount of data from the items they expect.  

- The proposed protocol also provides verification of the contents of the exchanged 
items in order to make sure that none of the parties try to cheat on other.  

- In most of the previously proposed protocols in the literature, items are trans-
ferred multiple times, which is too costly especially for large multimedia files. In 
the proposed protocol, files are transferred only once during the whole protocol 
run.  

The rest of the paper is structured as follows. We state our assumptions and give 
some notations in Section 2. In Section 3, we explain oblivious transfer protocol, 
which is necessary in order to understand our protocol description. In Section 4, we 
describe the proposed multimedia exchange protocol. Implementation issues and 
some performance figures are given in Section 5 and we conclude the paper in  
Section 6.  

2   Assumptions and Notations 

Assumptions for the proposed protocol are as follows: 

- There are two entities in the protocol, Alice and Bob, who do not necessarily trust 
each other. Before the protocol starts, both Alice and Bob have already decided 
on which multimedia files to exchange.  

- The public keys of Alice and Bob are securely exchanged before the protocol run. 
- The integrity and authentication of the messages are provided by appending a 

digital signature [15, 16] to each message. For the sake of simplicity, these signa-
tures are not shown in the protocol, but the entities are able to compute and verify 
digital signatures. 

- An attacker may gain complete control of communications between the entities. 
That means, attacker may prevent messages to be sent for an indefinite period. 

- Communication failures of any type and attacks that disrupt the communication 
may cause the protocol to stop before it comes to conclusion. In such a case, the 
protocol prevents violation of the fairness property. In other words, none of the 
parties get the exchange data that they expect. 

- In order to encrypt bulk data, 128-bit Rijndael encryption is used in the protocol.  
- 2048-bit RSA is used as the public-key cryptosystem. 

Notations used in the protocol are given in Table 1. 
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Table 1. Notations 

Symbol Meaning 
A Alice 
B Bob 
A  B: X A sends X to B 
KU Public-Key 
KR Private-Key 
|| Concatenation Operation 
EK(X) Symmetric encryption of X with key K 
DK(X) Symmetric decryption of X with key K 

3   Oblivious Transfer Protocol 

The fair multimedia exchange protocol proposed in this paper is based on the oblivi-
ous transfer protocol described in [13]. In the oblivious transfer protocol, an entity A 
sends two messages to another entity B. However, only one of the messages A sends 
will be received by B in an intelligible format. Furthermore, A will not know which 
one of these messages is received by B. An oblivious transfer protocol is similar to 
flipping a coin and showing the result to another person without learning what the 
outcome was.  

Figure 1 depicts the steps involved in the oblivious transfer protocol. There are two 
players of the protocol: A and B. First, A generates two public/private key pairs 
KU1/KR1 and KU2/KR2 and sends the public keys KU1 and KU2 to B. Second, having 
received the public keys, B chooses one of them at random, say KU1. Subsequently, B 
creates a symmetric key K, encrypts this key with the chosen public key (KU1 in our 
example case), and sends the result of encryption, EKU1(K), back to A. Third, A re-
ceives this encrypted key, but does not know which one of her public keys was used 
as the encryption key. A decrypts B’s message twice with both of her private keys and 
obtains two keys. The result of one of these decryptions is the symmetric key K cre-
ated by B since DKR1(EKU1(K)) = K. The other decryption is gibberish data that looks 
like a symmetric key since DKR2(EKU1(K)) = Kwrong. The entity A cannot distinguish 
the original symmetric key created by B from the gibberish data. A creates two mes-
sages msg1 and msg2 and encrypts them with the symmetric keys K and Kwrong as 
follows: EK(msg1) and EKwrong(msg2) and sends them to B. Later, B decrypts these 
messages with his symmetric key K as follows: DK(EK(msg1)) = msg1 and  

  
 

1. A  B: KU1 || KU2 
2. B  A: EKU1(K) 
3. A  B: EK(msg1) || EKwrong(msg2)  
 

Fig. 1. Oblivious Transfer Protocol 
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DK(EKwrong(msg2)) = msgwrong. In this way, B can read only one of these messages 
since the other cannot be decrypted correctly. Moreover, A does not know which 
message B can read so that she cannot cheat on B.  

4   Fair Multimedia Exchange Protocol Description 

Two entities Alice (A) and Bob (B) want to exchange their multimedia files. As the 
first step, each of A and B divide their multimedia files into n pieces grouped in pairs 
as in Figure 2. 

 
Pair 1:  Piece 1  Piece 2 
Pair 2:  Piece 3  Piece 4 

                 . . .                       . . . 
                  . . .                       . . .  
    Pair n/2:    Piece n-1 Piece n 

Fig. 2. File division. A and B perform division separately so that each has n pieces of their files. 

In the second step, each of A and B creates n symmetric keys grouped in pairs as in 
Figure 3. Both A and B perform this operation independently so that they both have 
different set of n keys. In step three, both A and B encrypt their n pieces of files with 
their n symmetric keys as in Figure 4. 

 
       Pair 1:      K1 K2 

Pair 2:      K3 K4 
                      . . .             . . . 
                      . . .             . . . 
    Pair n/2:    Kn-1          Kn 

Fig. 3. Creation and grouping of n symmetric keys  

Pair 1:     EK1(Piece 1) EK2(Piece 2) 
Pair 2:     EK3(Piece 3) EK4(Piece 4) 

       . . .       . . . 
       . . .       . . .    

    Pair n/2:   EKn-1(Piece n-1) EKn(Piece n) 

Fig. 4. Encryption of n pieces of files with n symmetric keys  

In step four, both A and B send their n encrypted messages to each other. Please 
notice that the integrity and authentication of each message of the protocol are pro-
vided by appending a digital signature to that message. However, for the sake of sim-
plicity, these signatures are not shown in the protocol.  
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In step five, A and B send their symmetric key pairs to each other using the oblivi-
ous transfer protocol described in Section 3. For each key pair that A sends to B, only 
one key will be intelligibly received by B. The same argument is also valid for the 
keys sent from B to A. Therefore, a total n/2 keys will be received at each side. Figure 
5 shows an example of the first phase of this step in which Alice sends K1 and K2 
through the Oblivious Transfer Protocol to Bob who receives, say K1. Subsequently, 
Bob sends K9 and K10 through the protocol in the same manner to Alice who re-
ceives, say K10. The exchange of other pairs is not shown in the figure. 

 

 

Fig. 5. Transmission of keys using oblivious transfer 

In step six, A and B decrypt the pieces they can. There will be n/2 decrypted pieces 
at each party. Each party will investigate the decrypted pieces for quality control  (e.g. 
by watching and/or listening to multimedia file pieces) and will decide whether these 
pieces are truly sub-parts of the multimedia files of the other party. If one of the par-
ties is not satisfied with the quality, then this party terminates the protocol. 

Step seven is for the exchange of correct keys of each pair. Here we take a baby-
step approach to ensure fairness. The parties may exchange the keys one bit at a time 
(i.e. bit-by-bit) or several bits at a time. If both A and B exchange all keys bit-by-bit, 
each entity sends 128 messages (256 in total). This amount of message exchanges 
creates unnecessary traffic. In order to overcome this problem, instead of transmitting 
bit-by-bit, the first 64 bits are transferred in groups of 8 bits, the next 16 bits are trans-
ferred in groups of 2 bits and the last 48 bits are transferred bit-by-bit. Doing so, in-
stead of transmitting 128 messages 64 messages are transmitted per entity. Let’s ana-
lyze the fairness of this exchange. During this exchange of the bits, the computational 
power required to build a brute force attack reduces as the number of bits obtained 
increase. The protocol must be fair; therefore, at each baby-step and for each entity, 
the computational power of a brute-force attack must be approximately equal. During 
the transfer of first 64-bits, an unfair situation may be created since one party may 
know 8 bits more than the other party. However, since setting up a brute-force attack 
for the remaining bits of the key is not feasible at that point (e.g. compare the compu-
tational powers needed to find out 104 bits and 96 bits; both are infeasible), the un-
fairness caused by knowing 8 more bits does not lead to an important advantage for 
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one party. However, after one party transmits 64 bits of all of his/her keys, he/she 
does not want to exchange in groups of 8 bits any more since this may cause a practi-
cal violation of the fairness property. The remaining number of bits gets smaller and 
relative advantage of needing less computational power to set up a brute-force attack 
becomes more sensitive to number of bits exchanged at each baby-step. That is why 
number of bits exchanged at each baby-step is gradually reduced as the protocol 
comes to a completion.  

Due to the oblivious transfer in step five, n/2 correct keys have already been re-
ceived; therefore, in step seven each party can check whether the other side is trying 
to cheat or not. Since both sides do not know which correct keys the other side has 
obtained, the probability of cheating by sending bits of wrong key of all pairs is 
1/2(n/2). In other words, the probability of cheating reduces exponentially as the num-
ber of pairs increases. 

In the last step of the protocol, both A and B decrypt the remaining n/2 pieces and 
obtain the complete multimedia file. 

5   Implementation and Performance Evaluation 

The presented protocols are implemented with C# (C-sharp) programming language 
using Microsoft Visual Studio .Net 2003. The implementation is tested and perform-
ance figures are obtained on an Intel Celeron 1333 MHz computer with 240 MB 
RAM.  

Table 2 shows cryptographic operation counts of the proposed Fair Multimedia Ex-
change Protocol. P represents the number of pieces that the multimedia file is divided.  

Table 2. Cryptographic operation counts for the Fair Multimedia Exchange Protocol 

 

 
Figure 6 shows the time required to divide and encrypt a file of 600 MB. This is an 

offline process that is performed before transmission of any network message. As can 
be seen from the figure, the time required to divide and encrypt files is not affected by 
the number of pieces. 

One of the most important parameters is the network buffer size. The network 
buffer size is the maximum amount of data to be stored in a byte array, which is sub-
sequently sent through a network socket. If the network buffer is too large, the pri-
mary memory is overloaded. In Microsoft Windows Operating System when the 
memory is overloaded, the system starts paging on secondary memory (hard disk). 
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Fig. 6. File division and encryption time 
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Fig. 7. File exchange (with no security) time against varying buffer sizes  

Although this property provides extra memory, the execution time of an operation 
diminishes since secondary memory operates much slower than primary memory. If 
the network buffer is too small, the overhead increases because the total amount of 
socket operation will increase. In order to determine the optimum buffer size, we 
 



 A Fair Multimedia Exchange Protocol 349 

 

File Size = 600MB, Buffer Size = 4 MB

672,42

693,63

713,33

733,23

640
650
660
670
680
690
700
710
720
730
740

8 16 24 32

Number of Pieces

T
im

e 
(S

ec
o

n
d

s)

 

Fig. 8. Fair exchange time against different number of pieces (File Size = 600MB, Buffer  
Size = 4MB) 

developed a simple file exchange program with no security features. Figure 7 shows 
the time needed to perform exchange (with no security) of a 600 MB file against vary-
ing network buffer sizes. As can be seen from the figure, the minimum network-
buffer size is 4 MB.  

Figure 8 shows the time needed to perform fair exchange of a 600 MB file against 
varying number of pieces. The network buffer size is fixed to 4 MB due to above 
analysis. As discussed in Section 4, if the number of pieces increases the exchange 
becomes more secure since the probability of cheating reduces.  For example, when 
the number of pieces is 16, the probability of success (i.e. probability of not-cheating) 
becomes 99.6%, which is quite acceptable. However, when the number of pieces 
increases, the overhead also increases and therefore the total amount of time to finish 
the exchange gets larger. The overhead increases since the numbers of Rijndael en-
cryptions/decryptions, RSA encryptions/decryptions and signature genera-
tions/verifications are directly proportional to the number of pieces as depicted in 
Table 2. Furthermore, an increase in the number of pieces augments the number of 
commands and controls due to the programming of the system.  

The overhead of the fair exchange protocol is calculated as the difference between 
the protocol execution time (Figure 8) and the file exchange time with no security 
features (Figure 7). The exchange protocol, which has no security features, takes 
213.49 seconds in order to barter 600 MB data using a buffer of size 4 MB. However 
the fair exchange protocol with 16 pieces requires 693.63 seconds in order to barter 
the same amount of data and with the same amount of buffer size. This shows that the 
overhead is 480.14 seconds and that the fair exchange of a 600 MB file is performed 
approximately 3.25 times slower than the exchange application with no security  
features.   

We also compared the performance of the proposed fair multimedia exchange pro-
tocol with an ordinary e-commerce protocol in which a client pays money to a mer-
chant in order to download a multimedia file. Figure 9 shows such an e-commerce 
protocol. It is assumed that the client has selected a multimedia file to download and 
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both parties agreed on using a specific payment Token. In this protocol, the client 
assumes that the merchant will not try to cheat by ending the protocol prematurely, 
after he/she has been paid. In other words, this protocol does not ensure fairness.  

Let’s briefly analyze the protocol details. In the first message, the client sends a 
payment token, a session key encrypted with the merchant’s public-key (KUM), and 
the digital signature of the first message to the merchant. Having received this first 
message, the merchant checks the digital signature and then validity of the payment 
token. If all checks succeed, the merchant decrypts the encrypted session key with 
his/her private key and obtains the session key KS. Subsequently, in the second mes-
sage, the merchant sends the multimedia file that the client has requested encrypted 
with the session key KS and the digital signature of the second message to the client. 
The client receives the second message and checks the digital signature of the mes-
sage. After that, he/she decrypts the encrypted multimedia file using the session key 
KS and obtains the file. 

  
1) C  M: Token || EKUM(KS) || Signature 
2) M  C: EKS(MMedia_File) || Signature 

Fig. 9. Multimedia E-Commerce Protocol 

In the fair multimedia exchange protocol, the two entities involved do not trust 
each other; however, in the multimedia e-commerce protocol, the client must trust the 
merchant. In other words, multimedia e-commerce protocol is not a fair protocol.  

The multimedia e-commerce protocol, described in Figure 9, is implemented in or-
der to compare the performance of this protocol with the performance of the fair mul-
timedia exchange protocol. In the implementation of the Fair Multimedia Exchange 
Protocol, the total amount of exchanged data is 600*2 = 1200 MB since each entity 
transmits a multimedia file of 600 MB to the other. Since the information exchange is 
one-way (only one multimedia file is transmitted by the merchant) in the multimedia 
e-commerce protocol, the total amount of exchanged data is taken 1200 MB in order 
to have a fair comparison. 

The implementation results show that multimedia e-commerce protocol run takes 
617.29 seconds using a file of size 1200 MB. As discussed above, the fair multimedia 
exchange protocol with 16 pieces takes 693.63 seconds. Therefore, despite complex-
ity of the fair multimedia exchange protocol, the time required to complete the proto-
col is close to the time required to complete the multimedia e-commerce protocol 
when the same amount of exchanged data is assumed.  

6   Conclusions 

In this paper, a fair multimedia exchange protocol that uses a baby-step approach has 
been proposed. The proposed protocol provides a method for not only fair exchange 
of the multimedia e-goods, but also for the verification of the contents of the ex-
changed e-goods for quality control purposes. Moreover, items are transferred only 
once per protocol run, saving both time and bandwidth. The fair multimedia exchange 
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problem is peer-to-problem. Thus, a baby-step approach is more suitable than em-
ploying a trusted third party to ensure fairness. This makes the protocol quite compli-
cated. We also analyzed the performance of the proposed protocol and saw that the 
execution time is close to a secure but unfair protocol.    
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Abstract. The main motivation of this paper is to integrate the semantic 
matching capability into the pervasive computing environments. In this context, 
we have developed an environment that provides a semantic matching based 
information gathering capability for mobile users. An important feature of the 
developed environment is its domain independence. Domain independence is 
realized by first transferring the concepts of a specific domain’s ontology in 
XML format from the server to the mobile device, and then parsing that XML 
file for dynamically creating a visual interface, using which users can enter 
requests. The generic design of the semantic matching engine also contributes 
to domain independence, since a generic matching engine can accept inputs and 
return outputs using concepts from any ontology. To show the effectiveness of 
the architecture, a case study was implemented in a campus area. In this case 
study, mobile users can find closest places to reside or eat something. 

1   Introduction 

Advances in the enabling technologies for pervasive computing [9] have already 
established the infrastructure for mobile users to access the information from 
anywhere and anytime. Based on this infrastructure, different applications have been 
developed for information access and service provisioning in pervasive environments. 
On the other hand, Semantic web [1] describes a new vision for web computing in 
which knowledge is represented and processed semantically using ontologies. An 
ontology defines the concepts within a domain, describes the properties of each 
concept, defines the relations between concepts, and rules can be constructed for 
reasoning about concepts. Semantic matching is kind of an ontology-based 
information search. A semantic matching engine takes concept(s) from an ontology as 
input and then it returns knowledge which semantically matches the input concepts. 
The advantage of semantic matching is that when an exact match is not found, 
semantically related results can be returned to the user. In this paper, our primary 
motivation is to take the advantage of semantic matching based information gathering 
in pervasive environments. 
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In the pervasive computing and semantic web literature, there are pioneering 
studies that use semantic web technologies. For example, there are pervasive 
applications that use ontologies for context information modeling or semantic service 
discovery.  Below, we will summarize the previous works by comparing them with 
the system that we have developed so that we can show in what ways our work is 
different from them. 

There are studies that extend the existing service discovery infrastructures using 
semantic web technologies: Chakraborty, et. al. [2] implemented a semantic service 
discovery infrastructure that uses Darpa Agent Markup Language (DAML) to 
describe the services. The infrastructure contains a Prolog based reasoning engine. 
Masuoka at. al. [7] has taken the  semantic service discovery in pervasive 
environments one step further and developed an application, where semantically 
discovered services can also be composed to achieve more complex tasks. In addition 
to semantic service discovery, there are studies that use ontologies for modeling 
context information. Wang, et. al. [10] extends the basic context information 
modeling by proposing an OWL (Web Ontology Modeling) encoded context ontology 
for pervasive environments. Chen et. al. [3] describes an ontology called as SOUPA 
(Standard Ontology for Ubiqutious and Pervasive Applications). Using OWL, 
SOUPA defines vocabularies to represent intelligent agents’ beliefs, desires and 
intentions, time, space, events, user profiles and actions and policies for security and 
privacy. Although these studies use ontologies for both semantic service discovery 
and context information modeling, the capability of semantic matching does not exist 
in these systems.   

On the other hand, there are many classical location-based information search 
services in mobile environments [4]. For example, there are systems where users with 
mobile phones can be directed to the nearest local restaurants, shops, etc. These 
systems can be considered as standard information search services for mobile users.  
There are two features, which make our work different from them. The first feature is 
being domain independent or opennes. This means that new domains can be added at 
any time. The visual user interfaces, which are necessary to prepare requests for 
querying these domains, are created dynamically at run-time by first transferring and 
then parsing the XML file containing the concepts belonging to that domain’s 
ontology. Supporting semantic matching is the second feature where the system that 
we have developed differs from them. Using semantic matching, a result list ranked 
by the degree of semantic match can be presented to the user in response to his/her 
request so that he/she can have the option of accessing to the most semantically 
related information. So, we take the previous works one step further by integrating 
semantic matching capability into the information gathering process in pervasive 
environments and by modeling the system in a way that it supports domain 
independence. 

The rest of the paper is organized as follows: Section 2 gives an example scenario 
to show usefulness of the proposed system. The architecture of the developed system 
is discussed in section 3. The semantic matching engine component is discussed in 
section 4. Section 5 gives an example case study, which demonstrates how the sample 
scenario above is realized. Section 6 includes the conclusion. 
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2   Motivating Example 

As the motivating example, we give below an example scenario to illustrate how the 
system that is proposed in this paper can be useful: 

John is a student who has been admitted to a university in a foreign country. In his 
new university campus and the nearby areas, there is a pervasive computing 
infrastructure where an information search service is provided for different domains 
such as accommodation, eating out, and shopping etc. He has not arranged an 
accommodation before, so when he visits the campus area for the first time, he asks 
his mobile device to list the available services given to mobile users around. First of 
all, he has to arrange an accommodation and chooses the accommodation domain. 
Whenever he chooses it, a visual user interface is created automatically and 
dynamically so that he can enter requests about accommodation. He chooses the 
concept of dormitory from the interface. He also enters other filtering criteria such as 
price or room capacity (e.g. he requests rooms for only one person). He was a bit late, 
so when he looked at the results presented, he saw that no dormitory could be found, 
but that the semantic matcher returned him names and addresses of some pensions 
with the desired characteristics and ranked with respect to distance from him. After 
visiting these pensions to see whether they are suitable to stay, he feels that he is 
hungry and chooses the eating domain from his mobile device, which results in the 
dynamic creation of a visual interface to prepare eating out requests by entering some 
concepts. He selects RedMeatRestaurant concept from the interface and the semantic 
matcher returns two red meat restaurants at top of the list and also one kebab 
restaurant since KebabRestaurant concept is semantically related with 
RedMeatRestaurant concept. Since the returned kebab restaurant is closer than red 
meat restaurants to him, he decides to go to the kebab restaurant to eat some Turkish 
kebab. The same way of information gathering is realized as he chooses other 
domains such as shopping, culture, etc. Finally, the same scenario can also be applied 
not only in campus area, but also for travelers arriving in a city, citizens looking for 
real estate to buy or hire in a specific city area, and such. 

In this paper, we introduce a software architecture to develop a pervasive system 
that provides the requirements of above example scenario. The critical points of this 
scenario are that openness of the system architecture in terms of addition of new 
service domains, and the ability to gather semantically related services upon request. 

3   System Architecture 

The application that we have developed consists of three basic components. These are 
the mobile client component, the server component and the semantic matching engine 
component. The internal modules of the client and server side components, and the 
semantic matching engine component are shown in Fig. 1 and will be discussed in 
more detail in the following subsections. 

3.1   Mobile Client Component 

The client side component is responsible for getting the GPS data, providing the 
interface for specifying the user requests and displaying the results, sending the 
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request to the server in XML format and parsing the results received in XML format. 
The GPS data is received using the GPS receiver. The connectivity of the mobile 
device and the GPS receiver is provided using a Bluetooth transceiver. 

 

 

Fig. 1. Internal modules of client and server components 

The “GPS Data Parser” module is responsible for parsing the location data 
retrieved from the GPS receiver. Connecting the GPS receiver with a mobile device 
using Bluetooth starts a stream of GPS data flowing over the Bluetooth serial port. To 
get the most current position of the client, the GPS data parser module reads 
periodically the GPS message strings, which are updated every second. After getting 
GPS data stream, this module parses it and gets the Latitude and Longitude 
coordinates. 

“User Interface Generator” module is critical, since the creation of visual interfaces 
dynamically at run-time is the responsibility of this module. The XML file containing 
the concepts belonging to a specific domain’s ontology is transferred from the server 
first. Then, the transferred XML file is parsed and a visual interface is created. Hence, 
a user interface where users can enter their requests is created independently at run-
time for each different domain. In fact, the ontologies are represented in Web 
Ontology Language (OWL) in the semantic matcher component. However, since 
mobile devices are resource limited, we simplified and represented these ontologies in 
simple XML format to make the parsing process efficient in the mobile device. 
Otherwise, the mobile device should execute the code necessary to parse OWL 
documents. 

After the user selections are collected, they are converted into XML together with 
the GPS location data by the “XML Message Generator” module. We preferred the 
requests and results to be transmitted in XML format, since it is a well-known web 
standard. The “XML Message Generator” module then sends the request in XML 
format using a GPRS Http network connection. To send the data via GPRS Http 
network, the client device needs to activate the GPRS settings. As an example, if the 
user selects SeaFoodRestaurant concept, corresponding request XML document is 
shown below: 
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<request> 
   <PlaceType>SeaFoodRestaurant</PlaceType> 
   <gpsData> 
      <latitude>22.333E</latitude> 
      <longtitude>52.444N</longtitude> 
   </gpsData> 
</request> 

The “XML Parser” module parses the XML document that includes domain concepts 
initially and the incoming XML formatted results that are received from the Http 
server response. The incoming results are in the form of a collection, which is 
organized as an XML document. The parser iterates over the collection and passes the 
data to the “User Interface Generator” module to print the results on the user screen. 
As an example, a part of the result XML document is shown below. This result tells 
the user that a restaurant, whose name is Blue Ocean, exactly matches what he/she 
requests. Other details about the place such as its address, telephone, opening hours, 
geographical position (GPS data) and distance (in meters) from him/her are also 
included in the result. 

<matchResults> 
   <result> 
      <name>Blue Ocean</name> 
      <matchDegree>EXACT</matchDegree> 
      <tel>+90-232-1111111</tel> 
      <address>Bornova Street 1</address> 
      <openingHours>08:30 AM - 11:00 PM</openingHours> 
      <gpsData> 
         <latitude>27.229E</latitude> 
         <longtitude>38.455N</longtitude> 
      </gpsData> 
      <distanceToClient>350m</distanceToClient> 
   </result> 
   : 
   : 
</matchResults> 

Mobile devices have a limited memory. For this reason, the “XML Parser” module 
has been designed to be small and light. The pull parser technique, in which the 
software drives the parsing, has been used. In this technique, only some part of a 
XML document is read at once; hence, it does not need a large memory size. The 
application drives the parser through the document by repeatedly requesting the next 
piece. Our application can process and display information as it is parsed after being 
downloaded from the server. In this case it basically iterates over the XML tree and 
finds the items. The parsed data is then passed to the “User Interface Generator” 
module to be printed on the screen of the mobile device. 

3.2   The Server Component 

A server side program, which in our case a Java Servlet component, meets the user 
request and passes it to the “Semantic Matching Engine Interface” module. The 
“Query Parser” sub module of this interface module decomposes the request into a 
format that the semantic matching engine can understand and then sends the request 
to the semantic matching engine as shown in Fig. 1. It then waits for the results from 
the semantic matching engine. The matching results are sorted by the degree of match 
and location knowledge and are inserted into a collection. This collection is converted 
into an XML message by the “XML Response Generator” sub module. The formed 
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XML message is then forwarded to the servlet component so that it can be sent to the 
requester as an Http response. 

3.3   The Semantic Matching Engine 

Semantic matching engine is a registry to keep records of knowledge about advertised 
places in a specific domain. It can be searched for the closest place to eat something, 
to reside, to buy some clothes etc. using domain dependent information. So, a place 
that gives a service in a specific domain, must advertise itself to the matching engine 
using concepts in predefined domain ontologies. For example, a restaurant that serves 
sea foods, must advertise itself using the SeaFoodRestaurant concept defined in 
eating place ontology given in Fig. 2. 
 

 

Fig. 2. An example eating place ontology to show the taxonomy of places in a domain 

The basic idea behind the matching process is to find the advertised concepts that 
are identical to the requested one. However, the advertised and requested concepts 
can be semantically related with each other but are not directly identical. In this case, 
a semantic matching process is required. Semantic matching process is a matching 
process that can identify the semantic relationships between the advertised and 
requested concepts. Semantic matching engine is the software module that executes 
this process. For example, if a restaurant advertises itself to the matching engine using 
meat restaurant concept, then a request that searches a meat restaurant is matched 
with this advertised restaurant. With semantic matching process, a request that 
searches a kebab restaurant is also matched with the same advertised restaurant if 
there is a relationship between meat restaurant and kebab restaurant concepts. 

In the literature, there are several studies [6], [8] proposing algorithms especially 
for discovery of semantic web services. We have adapted the matching algorithms for 
web services proposed in previous works and redesigned it for discovering places in a 
specific domain. In our system (Fig. 1), mobile users can obtain the list of the most 
suitable places based on their request and global position. Requested place type in a 
specific domain and global position are input to our engine to realize semantic match. 
Each place is advertised to the engine using predefined domain ontologies to specify 
its type and GPS data to specify its location. 
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Place types are ontology classes with defined namespace URIs. In this study, we 
have defined a concept named as “Place” to advertise the places in different domains 
to the matching engine. One of the attributes of this concept is the “Place Type” 
which takes value from different domain ontologies and specifies the domain 
dependent value of the advertised places. For example, when a restaurant that serves 
sea foods, wants to advertise itself to the matching engine, it fills the “Place Type” 
attribute with SeaFoodRestaurant concept from the eating place ontology shown in 
Fig. 2. The other critical attribute is the “GPS data” that defines the geographic 
position of the advertised place and it takes value from GPS ontology. The other 
attributes are name, address, telephone and opening hours. The “Place Advertisements 
Database” module of the semantic matching engine stores all the places in a particular 
area (e.g. campus) with their GPS Data. 

The “Matching Engine” module realizes matching of mobile user’s request and 
advertised places and produces the list of the suitable places. Consider the types of 
requested and an advertised place are represented with C1 and C2 respectively. 
According to the matching algorithm in [8], the “Matching Engine” module 
determines four types of match degree between these two concepts: 

− exact match when C2 and C1 are equal or C1 is subclass of C2 
− plug-in match when C2 is more generic than C1 (C2 subsumes C1) 
− subsumes match when C2 is more specific than C1 (C1 subsumes C2) 
− fail when neither of the conditions above satisfies 

The semantic matching engine has a “Reasoner” module for determining ontology 
class relations. It gives the superclass distance of the two ontology classes with given 
URIs using the relations between them. For doing this, it parses OWL ontologies and 
finds subsumption relations. For example, consider the following simple ontology 
class tree in Fig. 2. According to the ontology model, the “Reasoner” module finds 
superclass distances as -1, 0, 1 and 2 in (SeaFoodRestaurant, CakeShop), 
(SeaFoodRestaurant, SeaFoodRestaurant), (SeaFoodRestaurant, Restaurant) and 
(SeaFoodRestaurant, EatingPlace) ontology class pairs respectively. In case of a 
multiple inheritance, there will be different paths from a subclass to its superclass. In 
this case, it returns the shortest distance as a result by performing a depth-first search 
on the ontology tree. Calculated ontology class distances are cached as instances in 
the “Reasoner” to optimize performance. When the same distance query is received 
multiple times they are all responded (excluding the first one) via it’s cache. 

The “Matching Engine” module determines the match degree between the 
requested and advertised place types using the superclass distances found between 
corresponding ontology classes. This is realized with the following pseudo code in the 
“Matching Engine” module: 

If distance = 0 or distance = 1 then EXACT match 
If distance > 1 then PLUGIN match 
If distance < 0 then calculate reverse_distance 
   (reverse_distance means parameters in reverse order) 
   If reverse_distance > 0 the SUBSUMES match 
   Else FAIL in match is determined 

The scoring function of the “Matching Engine” is ordered as exact > plug-in > 
subsumes > fail. The engine sorts out advertised places according to their semantic 
degree of match with the given requested type. The GPS data of the places are used as 
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tie-breaker to sort the places that have the same match degree. So, the semantically 
equal match results are sorted according to their distances to the user. To keep 
implementation and test simple, only latitude and longitude tags of a GPS data are 
evaluated and distance between two geographic points is calculated using a formula 
considering those points’ latitude and longitude values [5]. 

4   Case Study 

As a case study, we have implemented a scenario like the one illustrated in the  
section 2. To realize the test scenario, we have walked through the campus with the 
GPS receiver, detected the GPS data for the major places for eating and 
accommodation. Then, we have advertised these places to the semantic matching 
engine using “Place” concept. For the “Place Type” attribute of this concept, we have 
defined two example ontologies using OWL; one for accommodation and the other 
for eating places (Fig. 2). We also mapped a simplified version of these ontologies to 
XML format and stored in the server so that whenever a specific domain is selected, 
this XML file can be transferred to the mobile device for the creation of the visual 
interface at run-time. Finally, we have formed different requests using the mobile 
phone in various places of the campus and observed what the matching engine 
returned us.  

For identifying user locations, a GPS receiver has been used. Since the application 
is initially implemented for campus area, which is an open area, the GPS receiver 
satisfied our needs. However, different location identification technologies such as 
cell-id based identification can be added to our system whenever a need arises. The 
connectivity of the mobile phone and the GPS receiver is provided via Bluetooth 
technology. 

User screens are usually limited in mobile devices; hence, the user interfaces 
created are not so complex. The primary user interface window provides view of all 
data received along with user-selectable menu choices for controlling the application. 
When the user starts application, he/she first selects a domain and then a place type 
using the taxonomy of places within this domain. The terms representing the types of 
the selected place come from that domain’s ontology. Then, the system will return 
results sorted by the degree of semantic match. Also, the system can give detailed 
information about returned places when the user selects a matched result. 

 

 

Fig. 3. Screen snapshots showing user’s selection of his/her request 
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Fig. 4. Screen snapshots showing match results list and details of each returned place 

First of all, the client application on mobile phone connects to the server and gets 
the available service domains. In parallel with the scenario, let us assume that the user 
selected the eating domain, then following the taxonomy of places within this domain, 
he/she selected RedMeatRestaurant concept to find places that instances of this 
concept. Screen snapshots showing user’s selection of his/her request are given in  
Fig. 3. So, the RedMeatRestaurant concept and the position of the user send to the 
server and the semantic matching engine. 

Again assuming that there are suitable restaurants, after the semantic matching 
process, the engine returns a list of three restaurants sorted by match degree and 
distance from the user. Then, the user selects returned results to see detailed 
information about them. Screen snapshots showing match results list and details of 
each returned place are given in Fig. 4. 

As shown in Fig. 4, first two of the returned restaurants have degree of exact match 
with the user’s requested place type. However, assume that the user is very hungry 
and he/she selects the third one though it has degree of subsumes match. But, it’s 
closer to the user than the other restaurants. 

5   Conclusion 

We think that integrating semantic web technologies into pervasive environments will 
help to implement more novel services for mobile users. In this respect, we have 
implemented a semantic matching based information search service for mobile users. 
Using the application that we have developed, we have observed that having the 
ability of finding the most semantically related information, the semantic matching 
process increases the quality and relevance of the information presented to the users. 

As an immediate future work, we plan to present the results in different colors 
according to the degree of match on a map in the mobile device. Towards this 
direction, we have already begun to prepare a map of the campus.  
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Abstract. Cultural heritage has been gaining more importance in the
recent years in combination with sophisticated yet effective computer vi-
sion techniques. As a consequence, archaeological data, both in textual
and image forms, has been considered in the development of database
models. Archaeological sites are the primary source of archaeological
data, and the findings are the primary targets for storage, querying and
retrieval as well as exchange through appropriate mediums. This paper
introduces a Web service platform design for various archaeological re-
sources that are available for querying through the Web. This platform
also allows archaeological data exchange. The Web service platform pre-
sented in this paper can be used by both archaeologists and non-technical
users to query and retrieve archaeological information through various
Web-accessible archaeological databases. Our work also focuses on sup-
porting visual content-based queries for archaeological objects stored in
databases. As an initial step, similarity search facility for image-based
data is developed as an additional query task within our platform.

1 Introduction

In the recent years, cultural heritage has been gaining more importance es-
pecially when considered with the perspective of computer vision and image
databases. Archaeological data and archaeological sites are among the trendy
applications with this respect. To establish a system to serve as an archaeological
database, we have developed a framework (MIDAS) [1] for storing vast amount
of information to query archaeological data and to reconstruct the objects and
archaeological sites. We have decided to develop a decentralized platform to fa-
cilitate the querying of multiple heterogeneous archaeological databases through
the Web. The main motivation behind this work lies in the fact that most of
the archaeologists have their own databases for their findings on top of a cor-
responding data model. It is for sure that the archaeologists have various data
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models. Within the framework, Web services are used because they provide very
useful functionalities for designing a Web-accessible platform [2].

Due to the complex nature of the archaeological data, archaeological
databases are required to store wide range of complex archaeological data. The
computers mainly help the excavation process. Moreover, the data stored in the
archaeological databases provides a medium for reconstruction, management,
and realistic visualization. In the literature, there are studies on each of these
applications as well as unified frameworks aiming at modeling the management
of archaeological sites. 3D Murale [3] is an important work that models a system
containing recording, reconstruction, database and visualization components.
Recording tools are developed for measuring terrain, stratigraphy, buildings,
building blocks, pottery, pottery sherds and statues on the archaeological site.

There exist many archaeological directories and resources on the Web, which
provide browsing and searching facilities based on the content of their data. Tay
Project [4] is an archaeological inventory on the Web. A database is created
to archive the archaeological sites and the findings. The users can search the
database along with the ages. Currently, the Palaeolithic/ Epipalaeolithic, Ne-
olithic, Chalcolithic and Early Bronze Age inventories are available for database
searches. TheBan Mapping Project [5] in another archaeological resource site
available on the Web. TheBan project has focused on Thebes, and decided to
built a national database of pre-Islamic sites. They have built as very useful
dataset and resource for Egyptologists and archaeologists in not only providing
a reference and research tool, but also an aid for site management. Archaeological
Resource Guide for Europe (ARGE) [6] contains a comprehensive set of resources
for the European region and provides an extensive guide for European archaeol-
ogy. The set of resources is handled as Web links, and searches can be made by
text, date, subject, country, source, period, language. Compass is a database of
around 5000 objects selected from the wide collection of the British Museum’s
collections [7]. The search facility provided at the site is keyword based, and the
use of logical operators is allowed. Database of Irish Excavation Reports [8] con-
tains summary accounts of all the excavations carried out in Ireland (North and
South) from 1985 to 2000. It can be browsed or searched using multiple fields
of the reports, e.g., name, title, etc. A Web service, called Mediolanum [9], is
created to facilitate international cooperation in the planning and execution of
archaeological field work all over Europe. Having selected a European region, the
projects within that region can be browsed to find out a possible collaboration
or information exchange.

The main contribution of this study lies in the fact that it provides a medium
for archaeologists to collaborate on their individual projects as well as to facil-
itate information exchange on the subject matter through the Web. Besides,
non-technical users can query the system and gather archaeological information
from various resources located at various sites. Another contribution is the simi-
larity search facility for image-based archaeological data. The querying module is
enriched with similarity searches based on the visual content of the image-based
archaeological data, as the initial step for supporting multimedia queries.
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The organization of the paper is as follows: The motivation and the design
principles of Web Service Platform (WSP) are presented in Section 2 along with
a simple scenario. A real-life application on Petra [10] Great Temple excavation
site is summarized in Section 3. Section 4 concludes the paper and presents some
future work ideas.

2 Web Service Platform

There have been studies on porting archaeological databases to the Web for an
extended usage in the recent years (e.g. [10]). Along with this trend, effective
querying and retrieval, handling data exchange, and managing possible collabo-
rations are one of the primary issues for the near future. Due to the complexity
of archaeological data, data model variances among the archaeological resources,
we have designed a Web Service Platform (WSP) for Web-accessible archaeolog-
ical databases to allow effective querying and retrieval enriched with similarity
search facilities.

A Web service can make itself available to potential clients by defining a Web
Services Description Language (WSDL) document (a kind of signature) [2]. A
WSDL description is an XML document that gives all the pertinent information
about a Web service, including its name, the operations that can be called on it,
the parameters for those operations, and the location of where to send requests
(endpoint). XML is a markup language that makes data portable, by proving a
standard way of data-exchange. A Web client can use the WSDL document to
discover what the Web service offers and how to access it. In short, a Web service
is a server application that implements the procedures which are available for
clients to call (e.g., a database query).

. . . . .  
(Archaeological Resources) 
            . . . . .  

 

      UDDI Check!    
(Registry Server)          (Querying Server) 

     HTTP 

                                     
                                  (Web Client accessing WSP) 

JAX-RPC JAX-RPC 

Fig. 1. Web Service Platform (WSP)
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A simple illustration of WSP is shown in Figure 1. Querying Server accesses
the Repositories of the Archaeologists (i.e., archaeological databases), via asking
to the Registry Server for UDDI check. Each archaeologist’s local computer runs
a Web service that is able to retrieve information from its local database by
executing query procedures. The Querying Server, via connecting to these regis-
tered Web services, retrieve information from the local archaeological databases.
To submit a query to the databases, it employs (JAX-RPC) [11], which is used
for developing and using Web services. The Querying Server uses stubs for re-
mote procedure calls. Stubs are classes that represent a service endpoint on the
client. This allows a JAX-RPC client to invoke a remote method on a service
endpoint as though the method were local. To employ stubs, the signatures of
the procedures available for a remote call have to be known in advance [11].

2.1 A Sample Scenario

A simple scenario to query within Web Service Platform (WSP) can be sum-
marized as follows: Assume that a Web user initiates a querying facility at the
site of the Querying Server (QS). The servlet at QS responsible for the initi-
ated querying facility triggers a set of operations. First, QS communicates with
the Registry Server (RS) to get the locations of the registered archaeological
databases within WSP. Then, QS executes the database querying procedures at
registered archaeological sites remotely. This communication is based on SOAP,
hence the communication is paused between the two parties until the response
of a request is generated. Each Web service responds to QS based on the query
they received. The next operation at QS is to combine these partial results and
to present them to the Web user. For the sake of simplicity, not all of the at-
tributes of the archaeological objects are displayed at the client side. However,
if the Web user wants to explore the details of a query result (e.g., a pottery
found at Sagalassos excavation site), a specific servlet at QS requests the detailed
information from the corresponding archaeological database, and presents it to
the Web user.

3 A Real-Life Application: PETRA Web Service

Petra is a famous archaeological site in Jordan, and Great Temple excavations
by Brown University have been directed by Prof. Martha Sharp Joukowsky [10].
A brief information on the Petra Great Temple Excavations can be found at
http://www.brown.edu/Departments/Anthropology/Petra/. The archaeological
database has the following catalogs: Archaeological Fragments, Coin, Grosso
Modo, Cat, Glass, and Image. All of the catalogs except Grosso Modo have
one level of information. Grosso Modo catalog contains two levels; Grosso Modo
Items as the first level, and related materials for a selected item as the second
level.

Figure 2 shows the first screen when WSP is first initiated by an HTTP con-
nection. As seen from the figure, Petra is listed as the registered archaeological
database. The querying facilities that Petra provides for the Web users are listed
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Fig. 2. The Welcome Screen of the Querying Server

 

Fig. 3. The GUI of Coin Catalogue for Querying within WSP

below in the figure. Each of the six catalogues can be queried by using the spe-
cific GUIs separately (e.g., Figure 3 for Coin catalogue). Additionally, we have
provided multiple query interfaces with respect to some common attributes in
all of the catalogues (e.g., year, trench).

The Web service that we have developed for Petra Great Temple excava-
tions have Web-based graphical user interfaces for querying each of the cata-
logs. A prototype of the system can be accessed at Brown University Web site
http://hendrix.lems.brown.edu:8080/qserver/index.html. Each querying inter-
face have various attribute selection parts, which can be used either separately
or in combination while querying the corresponding catalogue.
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Fig. 4. Multiple Query Specification GUI among the Catalogs

Figure 4 presents the graphical user interface for the specification of multiple
queries among Petra Great Temple catalogs. As shown in the figure, year and
trench attributes can be combined by AND and OR logical operators for more
focused queries. Year values can be selected from a combo-box, however trench
values have to be entered by the Web user because of the data range and the
representation of the trench values. The Web user selects the catalogs that he/she
wants to query, and QS sends the multiple query to the selected catalogs only.

3.1 Evaluating WSP by Multiple Web Services

In order to evaluate the performance of the Web Service Platform (WSP) with
multiple Web services, we have installed each catalogue of Petra Great Temple
to a different machine. On top of each machine, we have deployed separate Web
service designs, hence set up an environment of 6 Web services. In this design, the
multiple query execution facility becomes more meaningful, hence gives better
ideas on the performance of WSP when multiple Web services are registered to
the system.

Within this environment, the six catalogs listed in Figure 2 can be queried
separately by creating separate JAX-RPC connections between QS. For a single
Web service search, QS sends the query formulated by the specific GUI for the
catalog directly to the selected catalog. However, for multiple query by year,
trench, or their combination, QS sends the query to all of the catalogs (6 Web
services that are registered). QS presents the partial results in a comprehensive
manner to the Web user, which is list of catalogue id’s (e.g., coin no for coin cat-
alogue, fragment no for architectural fragments catalogue) grouped by catalogue
names.
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3.2 Similarity Searches in Coin Catalogue

Coin Catalogue of Petra Great Temple is selected as a sample dataset for sim-
ilarity queries because of the fact that the items in this dataset are generally
associated with coin images whose visual content can be queried within WSP.

The QS, which lies in the heart of WSP, communicates with the registered
Web services to respond to the user-specified queries. The definition of how to
process the data stored in a registered database is specified at the Web service
side, where the database is also located. A query submitted to the system via
accessing the graphical user interface at the Querying Server is transmitted to the
Web services, and the results are gathered based on the definitions at the Web
service side. Although it is possible to exchange messages containing image data
between the querying server and a Web service, a local database is designed and
implemented at QS for similarity queries. This local database acts like a caching

 

Fig. 5. The Similarity Search Window for Coin Catalogue. The coin image to be queried
is selected from the combo-box to initiate the querying process.

 
(a) (b)

Fig. 6. The Output of Similarity Search for Coin Image 96-C-48. (a) The coin image
96-C-48. (b) The output having 4 coins retrieved, which is shown in two browser pages
to the Web user.
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mechanism since it stores a copy of the image data of the registered databases. A
query indicating a similarity search is processed directly at the querying server,
which will also reduce the transmission time significantly. This design is also
more reliable for this set of queries because of being local than other types of
queries requiring access to Web services.

A simple yet effective module is implemented to respond to similarity queries
based on the visual content of Coin images. The coins associated with an image
data are inserted in a combo box dynamically by connecting to the database at
the time of the initiation of the browser window shown in Figure 5.

Having selected a coin catalogue number from the combo box and pressed
the ‘Similarity Query’ button, QS starts processing the query. The visual content
of the coin images is pre-processed at the time of the population of the local
database at the querying server. Color and shape feature vectors are extracted
from the visual content of the coin images [12], and the query coin image is
exhaustively searched with the rest of the coin images. The relevance ordered
list of coin images is returned as a result of the query.

The color vector is a probabilistically-weighted variation of color histograms.
The shape vector is a combination of two vectors: the first one is based on the
angular distribution of the pixels around the centroid of the object. The second
vector is the accumulation of the pixels in the concentric circles centered at the
centroid of the object [12]. This approach has been used for the content-based
retrieval of historical Ottoman archives successfully in [13].

A sample similarity query is presented in Figure 6. The color and shape
content of the query coin image (96-C-48) are compared with the color and shape
content of the other coin images, and 4 coin images are retrieved. In the module,
the similarity values have to pass a threshold, which is set as 0.80, to be listed in
the result presentation window. The coin numbers in this final window serve as
pointers to actual coin values stored in databases at Web services. By clicking
on a coin no link, the system starts communicating with the corresponding Web
service to present the details of the actual coin record.

4 Conclusion and Future Plans

In this paper, we have presented a Web Service Platform for Archaeological
Databases having Web-access. Along with the trend in porting archaeological
databases to the Web for an extended usage, effective querying and retrieval,
handling data exchange, and managing possible collaborations are identified as
one of the primary issues for the near future. Due to the complexity of ar-
chaeological data, data model variances among the archaeological resources, we
have designed a Web Service Platform (WSP) for Web-accessible archaeological
databases to provide a medium for effective querying and retrieval. The querying
module is also enhanced with similarity searches based on the visual content of
the image-based archaeological data.

We are planning to extend our platform by additional geometric search facili-
ties, especially based on 3D shape model of the archaeological artifacts. Another
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future direction is to widen WSP by more registered archaeological databases.
Our evaluations show that the performance of the system is promising when
there are multiple Web services registered. We are also planning to introduce
‘semantic’ queries to WSP based on the data model and semantic structure of
the registered databases (e.g., searching for complete objects).

References
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Abstract. Web services are the building blocks of the emerging com-
puting paradigm based on service-oriented architectures. A web service
is a self-describing, open component that supports rapid composition of
distributed applications. Web service definitions are used to describe the
service capabilities in terms of the operations of the service and the input
and output messages for each operation. Such definitions are expressed
in XML by use of the Web Service Definition Language (WSDL). Unfor-
tunately, a WSDL description only addresses the functional aspects of a
web service without containing any useful description of non-functional
or quality of service characteristics. This paper addresses the perfor-
mance attribute of quality of service and introduces a WSDL extension
for the description of performance characteristics of a web service. The
extension is carried out as a metamodel transformation, according to
principles and standards recommended by the Model Driven Architec-
ture (MDA). The WSDL metamodel is introduced and then transformed
into the P-WSDL (Performance-enabled WSDL) metamodel. The pro-
posed P-WSDL extension can effectively be used to specify performance
requirements of web services, to describe performance data measured
on given web services, to add performance-oriented characteristics when
querying registries of web services, to ease the derivation of performance
models of web services and to support the automated mapping from
WSDL documents to P-WSDL ones and from UML models to P-WSDL
web services.

1 Introduction

Service-oriented computing is becoming the prominent paradigm for distributed
computing and e-commerce. Web services are the building blocks for the appli-
cation of service-oriented computing on the Web [18].

A web service is a self-describing, open component that supports rapid com-
position of distributed applications. In a service-oriented architecture, the service
provider creates a WSDL (Web Service Description Language) service descrip-
tion and publishes it to one or more discovery registries (such as UDDI), so that
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service consumers can find the service using a wide variety of search criteria and
then use the WSDL description to develop or configure a client that will interact
with the service.

A WSDL description is an XML document that contains all the informa-
tion about service capabilities and invocation mechanisms. The capabilities are
described in terms of the operations of the service and the input and output
messages for each operation. What is needed to invoke the service is provided
by a binding implementation description that describes how messages are sent
through the network to reach the service location, where the hosting environment
executes the service implementation.

Unfortunately, a WSDL document only addresses the functional aspects of a
web service without containing any useful description of non-functional or qual-
ity of service characteristics. Different web services may provide similar func-
tionality, but with distinct quality of service properties. In the selection of a
web service, it is important to consider both functional and quality of service
properties in order to fully satisfy the needs of a service consumer [9,11].

This paper addresses the performance attribute of quality of service and
introduces a WSDL extension for the description of performance characteristics
of a web service, such as response time, throughput, utilization, etc.

The proposed extension is defined by first introducing the WSDL meta-
model, derived from the WSDL XML Schema, and then transforming it into
a Performance-enabled WSDL (P-WSDL) metamodel, from which the P-WSDL
XML Schema is derived. Indeed, an XML Schema defines the WSDL language
in the same respect as a metamodel is used to define a model. Representing the
WSDL grammar in terms of a metamodel allows to enhance its comprehensibility
and facilitate its extension.

The WSDL and P-WSDL metamodels are defined by use of the Meta Object
Facility (MOF), the Object Management Group’s (OMG) standard for speci-
fying technology neutral metamodels, or models used to describe other models
[16]. The production of XML Schemas from MOF metamodels, and vice-versa, is
specified by a further OMG’s standard, the XML Metadata Interchange (XMI)
specification. MOF and XMI are at the heart of the Model Driven Architec-
ture (MDA), the OMG’s effort that focuses on models as the primary artifacts
of software development, evolution and integration [15]. Applying MDA to Web
services has recently received considerable attention, mainly addressing the auto-
mated generation of platform-specific implementations from web service models
[1,7]. In this paper, MDA standards are also used to formally define and apply
the performance-oriented extension of WSDL, in order to appropriately enrich
web service descriptions with performance data.

The P-WSDL extension can be applied to serve different purposes, such as:

– to specify performance requirements of web services;
– to describe performance data measured on given web services;
– to add performance-oriented characteristics when querying registries of web

services (e.g., UDDI);
– to ease the derivation of web service performance models;
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– to support the automated mapping from WSDL documents to P-WSDL
ones;

– to support the automated mapping from UML models to services in P-
WSDL.

The paper is organized as follows. Section 2 overviews the related contributions.
Section 3 describes the main steps of the extension process and clarifies the ter-
minology used throughout the paper. Section 4 illustrates the WSDL metamodel
and its performance-oriented extension, i.e., the P-WSDL (Performance-enabled
WSDL) metamodel. Finally, Section 5 gives an example application of P-WSDL.

2 Related Work

Aspects that focus on describing, advertising and signing up to web services at
defined levels of quality of service have also been addressed by similar and bigger
efforts, such as the HPs Web Services Management Framework (WSMF) [4], the
IBMs Web Service Level Agreement (WSLA) language [8], the Web Services
Offer Language (WSOL) [20] and the WS-Policy [3]. Some contributions have
also been given in the Semantic Web area (see OWL-S [10] and METEOR-S
[21]).

All such considerable contributions consider quality of service in its broader
meaning (not limited to performance attributes) and specifically target web ser-
vice management activities. This paper instead proposes a lightweight WSDL
extension that only addresses the performance properties of web services. This
has the positive effect of reducing both the level of required expertise in the
muddle of web services standards and the burden of adopting sophisticated spec-
ifications that focus on the performance properties of web services only at a very
limited extent. In this respect, P-WSDL exhibits higher expressiveness and ease
of use.

In addition, P-WSDL addresses some challenging issues not covered by the
aforementioned contributions, such as the use of web service descriptions to
seamlessly derive predictive models that assist service providers to effectively
managing the levels of quality of service characteristics. The P-WSDL meta-
model is an important contribution in such a direction, since methods for the
automated building and evaluation of performance models based on metamodel
transformations are currently being developed (see, e.g., [5] and [19]) and the
P-WSDL metamodel includes the formal description of performance parameters
required by such methods. Service providers can thus be endowed with methods
and tools to obtain performance predictions and answer questions like: “what is
the expected service performance?” or “what is a satisfactory reconfiguration of
the service deployment to accomodate additional service performance?” or also
“what is the acceptable response time under different workload situations?”.

A further advantage of having defined the extension at metamodel level is
that it is relatively easy to foresee automated transformations of both WSDL
documents into P-WSDL ones and platform-independent UML models (PIMs
in MDA terms) into platform-specific web services in P-WSDL (PSMs in MDA
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terms). The degree of automation will further be increased by the availability of
a standard approach to defining and implementing metamodel and model trans-
formations, as targeted by the MOF 2.0 Query-View-Transformation (QVT)
Request for Proposals recently issued by the OMG [14].

3 Extension Process

As said in Section 1, the proposed extension has been carried out as a metamodel
transformation, according to principles and standards recommended by MDA.

The set of guidelines provided by MDA strongly relies on metamodeling
techniques for structuring specifications expressed as models and transformations
between such models [15]. In this respect, MOF is the key standard that provides
an abstract language and a framework for specifying, constructing, and managing
technology neutral metamodels, or models used to describe other models [16]. In
MDA terms, a model (e.g., an UML model) is an instance of a MOF metamodel
(e.g., the UML metamodel), which in turn is an instance of the MOF meta-
metamodel specified in [16] (and briefly called MOF Model).

A side standard of MOF is the OMG’s XMI specification, which provides
a set of rules to serialize models and MOF metamodels into XML documents
and XML Schemas, respectively, and to derive a MOF metamodel from an XML
Schema [17].

Figure 1 illustrates the metamodel-based process used to carry out the per-
formance oriented extension of WSDL, with the relationships among the main
elements in the process.

A WSDL description is basically an XML document that is produced and
validated by use of the WSDL XML Schema described in [22]. The relationship
between an XML document and its corresponding XML Schema is the same that
links a model and its corresponding metamodel. Indeed, an XML Schema defines
the WSDL language in the same respect where a metamodel is used to define
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WSDL
Metamodel
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Metamodel

P-WSDL
XML Schema

WSDL
XML

Document

P-WSDL
XML

Document

Metamodel
Transformation XMIXMI
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P-WSDL
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Fig. 1. WSDL extension as a metamodel transformation
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a model. Restated as an <<instance of>> relationship, an XML document is
an instance of an XML Schema in the same way a model is an instance of a
metamodel.

Representing the WSDL grammar in terms of a metamodel allows to enhance
its comprehensibility and facilitate its extension. A MOF metamodel is indeed
expressed by use of well-known visual modeling constructs such as classes, at-
tributes and associations, which are easy to understand and analyze compared
with the verbosity and poor readability of XML Schema structures. Hence, as a
first step in the process, the WSDL metamodel has been derived from the WSDL
XML Schema. Such a step is based on XMI rules and can be fully automated,
as described in [2].

As a second step, the WSDL metamodel has been extended by applying a
metamodel transformation that maps the elements of a source metamodel (i.e.,
the WSDL metamodel) to the elements of a target metamodel (i.e., the P-WSDL
metamodel). The transformation is inspired by the UML Profile for Schedula-
bility, Performance and Time (hereafter SPT Profile), an OMG’s contribution
that extends the UML metamodel so that UML models can easily be annotated
with time and performance data [13]. In a similar way, concepts stemmed from
the SPT profile are here used to extend the WSDL metamodel and thus obtain
the P-WSDL (Performance-enabled WSDL) metamodel, so that WSDL models
(and their respective XML documents) can effectively be enriched with time and
performance data.

Finally, as a third step of the extension process, the P-WSDL metamodel has
been serialized to the P-WSDL XML Schema by use of XMI-based rules. The
obtained P-WSDL Schema is then used to produce and validate P-WSDL XML
documents, i.e. performance-enabled WSDL descriptions.

4 Performance-Enabled WSDL Metamodel (P-WSDL)

A WSDL document consists of a set of definitions that describe what a service
does (the operation it provides), how a service is acceded (data formats and pro-
tocols) and where it is located (network address). Such definitions are specified
in the WSDL XML Schema [22], which has been used to identify the classes
and associations of the WSDL metamodel, illustrated in the portion of Figure 2
bounded by the dashed line shape1.

Classes and associations outside the dashed line shape in Figure 2 extend the
WSDL metamodel to include the description of the performance properties of a
web service. The complete set of classes and association in Figure 2 (both inside
and outside the dashed line shape) identifies the P-WSDL metamodel.

As said in Section 3, the extension is inspired by the SPT Profile and specifi-
cally by its performance modeling section (see chapter 7 in [13]), which provides
1 For the sake of brevity and readability, only relevant classes are illustrated in Figure

2. Specialized classes (e.g., classes for operations of type one-way, request-response,
solicit-response and notification-response) have been omitted, as well as classes re-
lated to specific documenting and extensibility features of XML.
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Fig. 2. The P-WSDL metamodel as an extension of the WSDL metamodel (dashed
line shape)

mechanisms for expressing performance related QoS characteristics and associ-
ating them to a UML model.

In the SPT profile, a scenario defines response paths through a system, and
can have performance requirements in terms of, e.g., response time or through-
put. Scenarios are executed by workloads, which can be either closed or open
workloads. Each scenario is composed of steps or activities that can be joined
in sequence, loops, branches, forks and joins. Each step is deployed onto a host
device that executes it. Resource demands by a step include the host execution
demand (i.e., the execution time taken on the host device) and may include
demands to additional resources (such as network or I/O resources).

In the paper case, the concepts introduced in the SPT profile have been
adapted and used to derive the following classes of the P-WSDL metamodel2:

– PScenario: class that models a sequence of one or more scenario steps that
conform to a general precedence/successor relationship;

– PStep: class that models a scenario step with attributes including demand
(step execution time) and respTime (step response time);

– PHostingEnv: class that models the hosting environment that executes sce-
narios or steps;

2 The P character (as in Performance) is added as a prefix to the name of classes intro-
duced in the P-WSDL metamodel. Classes already present in the WSDL metamodel
have not been modified, to maintain backward compatibility.
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– PResource: class that models a resource of the hosting environment with
attributes including utilization (expressed as percentage) and throughput
(the rate at which the resource performs its function);

– PWorkload: abstract class that specifies the intensity of demand for the ex-
ecution of a specific scenario;

– PClosedWorkload: class that models a workload characterized by a fixed
number of active or potential users who cycle between executing the scenario
and spending a think time between the end of one response and the next
request;

– POpenWorkload: class that models a workload characterized by a stream of
requests that arrive at a given rate in some predetermined pattern (e.g.,
Poisson arrivals).

Figure 2 describes how the newly introduced classes have been associated to
selected classes of the WSDL metamodel. It is easily seen that each Operation
object is associated to the PStep object that specifies its performance properties.
A PScenario object groups the set of PStep objects associated to a set of opera-
tions invoked by a service consumer according to a predecessor-successor pattern.
The attributes of a PScenario object refer to client-side performance proper-
ties (i.e., as seen by the service consumer). As an example, the respTime value
specifies the total time required to execute the scenario and thus includes the
time spent on the network that connects the service consumer site to the service
provider site. On the other hand, the attributes of a PStep object refer to server-
side properties, and thus the respTime value specifies the total time required
to execute a single operation of the web service, without including the time to
transfer requests and responses from and to the service consumer. The intensity
of demand for the execution of a specific scenario is captured by the association
between the PScenario class and the POpenWorkload or PClosedWorkload class
that implements the abstract PWorkload class. The hosting environment that ex-
ecutes the operations of a web service is described by the association between a
Port object and a PHostingEnv object, which is composed of a set of PResource
objects. It is worth noting that the multiplicity 0..1 in the association between
classes PHostingEnv and Port denotes that such association is optional. Indeed,
there is no need to introduce PHostingEnv and PResource objects if P-WSDL
is only used to specify constraints on the performance properties of web service
operations without reference to a specific deployment, as better illustrated in
next section.

The attributes of classes introduced in the P-WSDL metamodel include re-
source utilizations, waiting times, execution demands (in terms of CPU cycles
or seconds) and response time (the actual time to execute a scenario step or
scenario). Each attribute may be specified as an assumed value, based on ex-
perience (e.g., for an execution demand or an external delay), a required value,
to denote a constraint on performance, a predicted value, calculated by a per-
formance tool or a measured value, obtained by a monitoring tool. Moreover,
the specified value can represent an average, a maximum, a i-th percentile or a
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distribution, according to the general structure for performance values specified
in [13].

An appropriate trade-off between completeness and usability has driven the
derivation of the P-WSDL metamodel in Figure 2. As an example, additional
classes, attributes and associations could be introduced to describe more de-
tails about the service consumer’s client application or the network connection
characteristics, although it is likely that the introduction of additional details
would result in adding excessive complexity to a relatively simple but powerful
language like WSDL, thus preventing an effective use of P-WSDL.

5 P-WSDL Example Application

As said in Section 1, the proposed P-WSDL metamodel can be applied to serve
different purposes. This section gives two example applications of P-WSDL,
namely to the specification of performance requirement of a web service and to
the description of performance data measured on a given web service.

Specific P-WSDL documents are here represented as P-WSDL models (see
Figure 1), or object diagrams instantiated from the P-WSDL metamodel. Ob-
jects in the object diagram are directly translated into XML elements, according
to XMI rules for XML document production. P-WSDL XML documents can then
be validated by use of the P-WSDL XML Schema, that is produced by applying
XMI rules for XML Schema production to elements of the P-WSDL metamodel.

respTime = ('required', 'max', (600, 'ms'))
ps2 : PStep

respTime = ('required', 'max', (500, 'ms'))
ps1 : PStep

name = 'CatalogService'
s1 : Service

name = 'OrderServiceSoap'
location = 'http://sel.info.uniroma2.it/Duwamish7/
service/OrderService.asmx'

p1 : Port

name = 'OrderServiceSoap'
b1 : Binding

name = GetBooksByTopic'
o2 : Operation

name = 'GetBooksByTopicSecure'
o1 : Operation

name = 'CatalogServiceSoap'
pt1 : PortType

respTime = ('required','max',(2000,'ms'))
sc1 : PScenario

population = 20
thinkTime = ('assumed','mean',(5,'s'))

w1 : PClosedWorkload

Fig. 3. P-WSDL example application to the specification of performance requirements

Figure 3 illustrates the example application to the specification of perfor-
mance requirements3. To this purpose, the Duwamish7 web application has been
considered [12]. Such application includes a web service implementation that
3 For the sake of clarity, object diagrams of this section only consider WSDL objects

relevant to the P-WSDL extension and objects specific to P-WSDL are shown in
bold characters.
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provides two operations to select books from a catalog (i.e., getBooksByTopic
and getBooksByTopicSecure). The example describes a usage scenario that as-
sumes a population of 20 users executing a single step, i.e., the one associated
to the getBooksByTopicSecure operation. PStep objects specify constraints on
the performance properties of web service operations, while the PScenario object
specifies a requirement of maximum 2 seconds to complete the described scenario
(without regard to type and capacity of the network linking service consumer to
service provider). The example does not specify any assumption or requirement
about the web service hosting environment, and thus no objects are instantiated
from classes PHostingEnv and PResource.

The performance measure specified by the respTime attributes of PScenario
and PStep objects in Figure 4 is a maximum value expressed as required value.

Figure 4 illustrates the example application to the description of performance
data obtained from measurement. To this purpose, the Duwamish7 code has been
instrumented to monitor web service invocations and collect actual performance
data on both client and server side [6]. The obtained data can directly be ex-
pressed in P-WSDL and used to check if the web service implementation meets
the performance requirements specified in Figure 3 (under the specified work-
load and deployment). In addition, they could also be stored into registries of
P-WSDL web services, and eventually returned to service consumers submitting
queries that include performance properties.

Figure 4 shows that the web service operation is invoked by a (simulated)
population of 20 users invoking the getBooksByTopicSecure operation. The
web service is deployed on a hosting environment composed of a Pentium IV
processor, a Microsoft Windows Server 2003 operating system, an IIS 6.0 (In-
ternet Information Services) web server and a SQL Server 2000 database server.
The performance measures specified by respTime attributes of PScenario and
PStep objects in Figure 4 are average values expressed as measured values.

respTime = (measured', 'mean', (720, 'ms'))
ps1 : PStep

name = 'CatalogService'
s1 : Service

name = 'OrderServiceSoap'
location = 'http://sel.info.uniroma2.it/Duwamish7/
service/OrderService.asmx'

p1 : Port

name = 'OrderServiceSoap'
b1 : Binding

name = 'GetBooksByTopicSecure'
o1 : Operation

name = 'CatalogServiceSoap'
pt1 : PortType

respTime = ('measured','mean',(3470,'ms'))
sc1 : PScenario

population = 20
thinkTime = ('measured','mean',(5,'s'))

w1 : PClosedWorkload

name = 'single server deployment'
he1 : PHostingEnv

name = 'PentiumIV 2.5GHz'
type = 'CPU'
utilization = ('measured','mean',0.8)

r1 : PResource

name = 'Windows Server 2003'
type = 'operating system'

r2 : PResource

name = 'IIS 6.0'
type = 'web server'

r3 : PResource

name = 'SQL Server 2000'
type = 'DB server'

r4 : PResource

Fig. 4. P-WSDL example application to the description of measured performance data
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The respTime attribute of the PStep object gives the average time measured
by monitoring the executions of the getBooksByTopicSecure operation. On the
other hand, the respTime attribute of the PScenario object gives the average
time, measured at client-side, to execute the specified scenario and includes the
time taken for request and response to pass through the network. In the exam-
ple case, the average times are greater than the maximum times specified as a
requirement in Figure 3 and thus the actual performance does not meet the re-
quired one. Such a result could endorse the development of a performance model
to carry out what-if studies and predict which alternative solution (e.g., in terms
of different deployments) would satisfy the required performance constraints. As
said in Section 2, this is an additional circumstance where P-WSDL proves to
be beneficial.

6 Conclusions

Web services are the building blocks of the emerging computing paradigm based
on service-oriented architectures. Web service capabilities are expressed in XML
by use of the Web Service Definition Language (WSDL). Unfortunately, a WSDL
description only addresses the functional aspects of a web service without con-
taining any useful description of non-functional or quality of service character-
istics.

This paper has introduced a WSDL extension that allows to describe the per-
formance properties of a web service. The extension, called P-WSDL
(Performance-enabled WSDL), is inspired by the SPT profile and has been car-
ried out as a metamodel transformation, according to MDA principles and stan-
dards.

Example applications of the proposed P-WSDL extension have been shown
to the specification of performance requirements of web services and to the de-
scription of performance data measured on given web services. P-WSDL can also
be used to add performance-oriented characteristics when querying registries of
web services and, being a metamodel-driven extension, to ease the derivation of
web service performance models and to support the automated mapping from
WSDL documents to P-WSDL ones and from UML models to P-WSDL web
services.
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Abstract. There are more challenges for authorization in service-oriented 
virtual organization. In this paper we propose a novel authorization mechanism 
for virtual organization, which uses the threshold signature scheme for 
authorization management and voting mechanism for decision-making. We 
design three protocols in the authorization mechanism: authorization acquisition 
protocol, authorization revocation protocol, and secure interaction protocol. Our 
solution can satisfy the dynamic coalition requirement of virtual organization, 
and also guarantee the autonomous characteristic of participant organizations 
and service entities. Privacy preservation is also provided for service entities to 
interact with authorized entities. 

1   Introduction 

Service-oriented architecture (SOA) is the next wave in networked computing. As a 
well-adopted SOA paradigm, web services has some advantages on interoperability, 
simplified programming model for networked program and loose coupling. In SOA, 
designers must apply service-oriented security architecture concepts to build a new 
trust management web that can be federated across security domains. 

The existing service-oriented security mechanism, such as WS-Security, WS-
Policy and WS-Federation, only provides the capabilities for interoperability and 
integration. The mechanism is lack of a security architecture that enables security 
relationships among service entities to be established and managed. We specially 
study the security relationship for virtual organization in SOA. 

The virtual organization (VO) concept in web service technology is defined as a 
group of service entities (e.g., services and users) from different administration and 
security domains collaborating in order to complete some cross-organization 
cooperative tasks. More skillful, flexible and complex security mechanism must be 
presented to support scalable, dynamic, autonomous VOs. 

Considering a hypothetical research project, which may consist of several research 
teams from different universities or institutes, they collaborate to work on some 
complicated physical problems that involve some laboratorial instruments and 
experiment data that belong to respective teams or researchers. The access to the 
instrument and data must be controlled in order to guarantee security. 
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The example above is a typical service-oriented application based on virtual 
organization. Because each member domain (each research team) is autonomous, a 
centralized administrator for the virtual organization is not appropriate. The access 
control policies for virtual organization must be jointly administrated by all of the 
member domains. Some research teams may depart from the virtual organization, and 
new research teams may also join in the virtual organization. Therefore, how to make 
the security administration adapt to the dynamic characteristic of the virtual 
organization is great challenge. Also, the research project seems to be a large project 
and includes many participant research teams, which means that the joint authorization 
management framework of the virtual organization must be scalable with the increase 
of members. 

The paper is organized as follows. Section 2 introduces some related works about 
security solutions in service systems and coalition applications. We then analyze the 
challenges for authorization mechanism in virtual organization. In Section 4 we present 
the authorization mechanism for service-oriented virtual organization. In Section 5, we 
describe the authorization acquisition protocol, authorization revocation protocol and 
secure interaction protocol. We conclude this paper in Section 6. 

2   Related Works 

There are some works focusing on security in VO-based grid computing [1][9]. In 
Community Authorization Service (CAS) [9], the owners of resources grant the access 
to a community account as a whole. The CAS server is responsible for managing the 
policies that govern access to a community’s resources. It maintains fine-grained 
access control information and grants restricted GSI proxy certificates to the users of 
the community. Virtual Organization Management System (VOMS) [1] is similar to 
CAS. The difference between CAS and VOMS is that CAS directly assigns low-level 
access rights to users, but VOMS specifies the role and VO membership attribute to 
users. Both CAS and VOMS are based on centralized management for access control 
policies, which violates the autonomous of virtual organization. 

There are also some efforts trying to integrate the existing distributed access 
control systems with virtual organization systems, such as integrating Akenti and 
PERMIS with Globus Toolkit. Akenti [10] is an access control architecture that is 
applicable in the situation that all the resources are controlled by multiple authorities. 
PERMIS [4] is a policy-driven RBAC Privilege Management Infrastructure (PMI), in 
which the policies are written in XML and stored in X.509 attribute certificates (AC), 
which may be widely distributed. Both Akenti and PERMIS can incorporate multiple 
stakeholders’ access control policies, which means polices are autonomously 
managed by the stakeholders. In fact, these two systems only provide policy-decision 
engine and police repository; they do not provide the actual policy management 
mechanism. 

Some researches on coalition applications are similar to our research. Khurana [8] 
presents a method for joint management of the access policies in coalition resources. 
Threshold RSA signature techniques are used in order to provide threshold signature 
for each operation request. But threshold RSA method can not adapt to the dynamic 
coalition situation, because dynamic coalition requires re-keying the RSA keys, and 
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the generation of RSA keys requires high computation overhead that can not satisfy 
the scalability requirement of dynamic coalitions. 

3   Authorization Challenges in Virtual Organization 

Figure 1 is an illustration for a virtual organization. Several research teams from 
different organizations (Org A, Org B, and Org C) provide services or users and 
compose the hypothetical research project, which is a representative virtual 
organization. In general, the participant organizations compose an organization 
federation and jointly manage the authorization inside the federation. 

Some service entities (services or users, both of them are treated equally as service 
entity) that respectively belong to these participant organizations compose virtual 
organizations. The access privilege of service entities must be jointly controlled by all 
the participant organizations. 

Participant organizations possess membership (it proves that they are valid members 
of the organization federation) and authorization (it proves that they have some 
privilege of the organization federation). The service entities in a virtual organization 
also possess authorization that proves some privilege possession, but membership is 
not required. Actually, membership is a special type of authorization. 

Org A Org B Org C

Service

User

Virtual Organization

Trust Management

 

Fig. 1. An illustration of a virtual organization 

The general requirements of virtual organization are autonomy, dynamic and 
scalability. In this section, we discuss the detailed challenges in service-oriented 
virtual organization applications. 

 Centralized administrative point must be avoided. The federation and 
collaboration of service entities are jointly controlled by different organizations. 
Each participant may have its own policies on membership and authorization for 
new participant organizations, and also on authorization for new service entities. 

 The same service entities may play different roles in different contexts (such as 
different task sessions). Different security policies must be enforced. 

 Some service entities may take part in a task session without previous 
knowledge and access control polices on each other. Trust relationship between 
service entities must be established online in a peer-to-peer mode. 
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 Privacy preservation must be provided for service entities. The service entities 
in a virtual organization must be protected from each other. The virtual 
organization must also be protected from outsiders, such as service entities from 
original participant organizations and other unrelated service entities. 

 Organizations may dynamically join in or depart from the organization 
federation; and service entities may dynamically join in or depart from a virtual 
organization. So the membership and authorization of organizations, or the 
authorization of service entities must be maintained timely and effectively. 

 Membership and authorization revocation mechanism must be provided in case 
maliciousness or compromise would happen. Renewal mechanism must be 
provided in order to regenerate membership and authorization. 

 Some security risks resistance function must be integrated in the virtual 
organization security scheme, such as impersonation resistance and collusion 
resistance. 

 The management of membership and authorization must be scalable with the 
augmentation of the organization federation and virtual organizations. 

4   A Novel Authorization Mechanism 

In this paper, we provide a suitable method for the management of membership and 
authorization, which can satisfy the requirements above in some respects. 

4.1   Trust Model of Dynamic Virtual Organization 

In the scenario above, the trust model must be defined in order to restrict the trust 
relationship between grid entities in the virtual organization, the trust relationship 
between participant organizations, and the trust relationship between grid entities and 
participant organizations. The relationship definition is as follows: 

 Trust relationship between grid entities. The authorization of each grid entity in 
the virtual organization is the combination of the authorization from original 
organization and the authorization from virtual organizations in which it 
participates. There is not direct authorization relationship (such as entity A 
authorizes entity B Read privilege) between grid entities in a virtual 
organization. All the authorization relationship is indirectly controlled by the 
attribute definition (such as role definition) that is jointly managed by the 
participant organizations (certain grid entity which wants to take part in a virtual 
organization must get enough approvals from the participant organizations). 

 Trust relationship between participant organizations. The participant 
organizations compose the authorization decision-making layer for grid entities 
in the virtual organization. The join and departure of a participant organization 
is dynamic. The membership and authorization of each participant organization 
are both jointly decided by the existing organizations. When some organizations 
depart from the organization federation, the authorization of the grid entities that 
belong to the organization must be revoked. 

 Trust relationship between grid entities in the virtual organization and participant 
organizations. As discussed above, the federation of participant organizations 
jointly decides the authorization of each grid entity in a virtual organization. 
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4.2   System Architecture of the Authorization Scheme 

Figure 2 presents the membership acquisition process that a new organization 
acquires the membership from the existing participant organizations. Orgnew initiates 
the membership protocol by sending a membership request to all the existing 
participants. Then they vote for the membership request and send back the decision. If 
the request organization collects enough approval votes (e.g. k out of n), it generates 
the membership for itself. 

Org new 

Org n

Org 3

Org 2

Org 4

Org 1

Org 5

Membership Response

Membership Request

 

Fig. 2. Membership acquisition for new organization 

Once the participant organization gets the membership of the organization 
federation, the next step is to try to acquire authorization. Figure 3 presents the 
authorization acquirement process for participant organization, which is similar to the 
membership acquirement process. We differentiate the membership and authorization 
for organizations in this paper. The details about membership and authorization 
acquisition protocol will be discussed in the latter section. 

Org m 

Org n

Org 3

Org 2

Org 4

Org 1

Org 5

Authorization Response

Authorization Request

 

Fig. 3. Authorization acquisition for participant organization 

Actually, a virtual organization is an aggregation of service entities. The participant 
organizations are the controllers of the aggregation, but they do not belong to the 
virtual organization. Figure 4 shows the authorization acquisition process for service 
entities. The service entity that belongs to one existing participant organization 
independently chooses an interested virtual organization controlled by the 
organizations federation, and makes authorization request to the target virtual 
organization. Then the participant organizations make decisions about the request. If 
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enough approval votes collected, the service entity can extract the authorization. Once 
the service entities get the authorization, they can interact with each other inside the 
virtual organization. 

Org 1 Org nOrg 3Org 2

Virtual Organization

Authorization Response

Authorization Request

Target VO

Virtual Organization  

Fig. 4. Authorization acquisition for service entities 

4.3   Threshold Signature Scheme 

A threshold signature scheme is proposed in this paper. The scheme is based on 
pairing-based cryptography and threshold signature technique. 

 Threshold signature technique 
In our threshold signature scheme, the master key s is divided into n parts and each 

of them possesses a share si. Each part can sign a request req using its share of master 
key. The signature of the request req can only be constructed by collecting at least t 
(threshold) partial signatures. 

A central authority (trust dealer) selects a random polynomial with t-1 degree, 
w(z)=w0+ w1z+…+ wt-1z

t-1 (z q, w0=s). Then the share key si can be computed as si= 
w(i) (i=1, …,n). And witnesses Wi=wiP (i=0, …, t-1) are also computed and published in 
order to enable verifiable secret sharing [5]. 

 Pairing-based cryptography 
The pairing-based cryptography is based on bilinear maps over groups of large 

order. 

Definition 1: If 1, 2 are two cyclic groups of some large prime order q, then ê: 
1× 1 2 is called a bilinear map if the three properties exist [2]: 

1. Bilinear: ê(aP, bQ) =ê(P, Q)ab for all P, Q 1 and a, b q. 
2. Non-degenerate: The map ê does not send all pairs in 1× 1 to element in 2. 
3. Computable: For any P, Q 1, ê(P, Q) can be computed by an efficient 
algorithm. 

We use pairing-based cryptography for the signature scheme in this paper [3]. 
H1:(0,1)* G1* is the hash function that maps binary strings to non-zero points in G1. 
sH1() is the signature on H1(). ê is some particular map that is Tate pairing on super-
singular elliptic. 

4.4   Basic Operations 

We now present the basic operations for participant organizations and grid entities. 
The operations for participant organization include threshold setup and renewal, 
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assertion service, creation of virtual organizations, modification of access control 
policies and voting policies, and proactive secret share enhancement. The operations 
for grid entities include the secure interaction besides the authorization request. 

 Secret share setup and renewal. Before the forming of the organization 
federation, a random participant acts as the trust dealer of the threshold 
signature scheme and generates the secret share si and membership assertion Mi 
for at least t0 (tmin t0) initial participants according to the definition of threshold 
signature parameters in template policies. After that trust dealer is not required 
unless the threshold t changes. The joining of new participant can be dealt by 
the existing participants. If the threshold t changes, the setup process must be 
renewed. 

 Assertion services. Once receiving membership or authorization request, each 
participant organization makes a decision and provides requestor a partial 
signature signed by the secret share. The requestor can combine t partial 
signature into a security assertion. 

 Creating virtual organizations. As illustrated in Figure 4, the organization 
federation can generate and control a series of virtual organizations. Participants 
with special privilege can create a new virtual organization. The organization 
federation can represent the collaboration of some research organizations, and 
the virtual organization can represent various virtual research teams controlled 
by the federation. 

 Modifying authorization policies and voting policies. Each virtual 
organization has its own authorization policies definition. Participant 
organizations with special privilege can tune or modify the authorization 
policies for each virtual organization. The participant organizations can just 
control the role-to-user assignment relationship. Permission-to-role assignment 
relationship is controlled by the service provider. Moreover, each participant can 
modify its own voting policies respectively. 

 Proactive secret share enhancement. Our identity-based threshold signature 
scheme can tolerate t-1 revealment of secret share. In order to resist share secret 
disclosure over a long time period, the secret share for each participant must be 
updated periodically. 

 Secure interaction. Grid entities get the authorization assertions and interact 
with each other. The interaction is based on the concept in [6][7], and privacy 
preservation is provided. 

4.5   Assertion Service 

The authorization assertion services for participant organizations and grid entities are 
the same. 

4.5.1   Authorization Assertion Service 
An authorization assertion attests the possession and validity of authorization. Figure 
5 shows a typical authorization assertion. It includes the ID of the assertion carrier, 
the Role assigned to carrier, the SecretToken providing the authorization, the 
StartTime and LifeTime of the assertion, and the ValidityToken providing the validity 
of the assertion. 



 A Novel Authorization Mechanism for Service-Oriented Virtual Organization 389 

 

 

Fig. 5. Assertion format 

The ID is the distinguished name of the participant organizations or service 
entities, e.g. “/O=CHINASERVICE/OU=HUST/” for the organization “HUST”, 
“/O=CHINASERVICE/OU=HUST/GE=HEP_Service” for the service entity 
“HEP_Service” in “HUST”. The Role is the authorization assigned to the carrier. 
StartTime and LifeTime defines the validity period of the assertion. 

The SecretToken and ValidityToken represent possession and validity of 
authorization, respectively, and must be conjugated, which means that for each 
SecretToken, there exists a ValidityToken. 

SecretToken is the signature on “ID||Role”. Here, H1(ID||Role) is computed, and 
SecretTokeni =sH1(IDi||AuthZ). SecretToken will be kept by the carrier and not shown 
to anyone else. 

Each participant organization possesses two SecretTokens, SecretToken for 
membership and SecretToken for other authorization. Each service entity only 
possesses one SecretToken for authorization. 

ValidityToken is a signature on “ID||StartTime||LifeTime”, and 
ValidityTokeni=sH1(IDi||StartTime||LifeTime)||StartTime||LifeTime. ValidityToken will 
be shown to others in order to confirm the validity. The verification of ValidityToken 
is: ê(Ppub, H1(IDi||StartTime||LifeTime)= ê(P, ValidityTokeni). 

4.5.2   Secret Share Acquisition 
A grid entity in a virtual organization must only possess the authorization assertion. A 
participant organization must simultaneously possess the membership and 
authorization assertions. Membership assertion is also a special authorization 
assertion, and the format of membership assertion is the same as authorization 
assertion, so we treat both of them as authorization assertion. But for a new 
organization, the authorization assertion service results in the secret share acquisition 
and the secret share renewal. 

If a new organization gets the membership assertion, it gets its secret share and 
makes voting decisions as the other existing participants. Each existing participant that 
approves the membership request sends the partial secret share to the requestor. 

If a new organization gets the membership assertion and the secret share, it tries to 
get authorization assertion. 

4.5.3   Secret Share Renewal 
We adopt dynamic threshold in this paper, the threshold factor is fixed and the 
threshold t varies with new organizations joining or existing organizations. The secret 
share of each participant will also be renewed with the threshold changing 
dynamically. All the authorization assertion of the participant organizations and grid 
entities will be updated. 

But updating the threshold and the following operations are expensive, so it is not 
practical to update the threshold when the organization federation changes. In this 
paper, we use a lazy-updating mechanism. In detail, if the threshold t ranges between 

ID Role SecretToken StartTime LifeTime ValidityToken
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the two values n × (threshold factor ± lazy factor), the existing threshold t will still be 
used for the signature scheme, and also the existing secret shares for each participant 
organization will not need to be renewed. Otherwise a new threshold tnew= n × 
threshold factor will be applied and secret shares will be renewed. 

In fact, the participant organizations join in or depart infrequently, so there is no 
need to update the threshold frequently. The lazy factor and the infrequency 
characteristic make the updating cost sustainable. 

4.5.4   Assertion Renewal and Revocation 
Each authorization assertion is stamped with StartTime and LifeTime. If necessary, a 
new authorization assertion must be issued once the old one is to be expired. Assertion 
renewal is initiated by the holder of the old assertion. Renewal process is the same as 
the process of new assertion acquisition. 

Revoking assertion via expiration is an implicit mechanism to guarantee security. In 
addition, an explicit mechanism is also provided in this paper. 

LifeTime of grid entities’ authorization assertion is shorter than that of participant 
organizations. Moreover, participant organizations’ authorization assertion is much 
more important than those of grid entities. So we only apply explicit revocation 
mechanism for participant organizations. 

5    Conclusions 

In this paper, we propose an authorization mechanism for service-oriented virtual 
organization. First, we analyze the challenges of authorization management in virtual 
organization applications. Then, we present the authorization mechanism for service-
oriented virtual organization, which is based on threshold signature scheme and voting 
mechanism. We also describe the assertion service for virtual organization. 

The proposed system design can satisfy the requirements related to the challenges 
analyzed in Section 3.2. Here, we list some advantages of our scheme. 

 Voting mechanism avoids the centralized administration point, and also the 
autonomous characteristic is attained. 

 A service entity can take part in different virtual organizations inside the 
organization federation, and each virtual organization can be mapped into a task 
session. 

 The role-based authorization divides the security responsibility. The service 
provider can control the permission-to-role assignment relationship, and the 
participant organizations can control the role-to-user assignment relationship. 

 By secure interaction mechanism, privacy of each service entity is preserved. 
 By authorization assertion revocation and secret share renewal mechanism, the 

dynamic characteristic is guaranteed. 
 The verifiable secret sharing mechanism provided by our threshold signature 

scheme can resist impersonation, and threshold scheme can essentially resist 
collusion. 
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Abstract. Web service is a promising technology to efficiently integrate dispa-
rate software components over various types of systems and to exchange various 
business artifacts across business organizations. As many web services are avail-
able on Internet, performance becomes increasingly important to distinguish dif-
ferent service providers. Performance is a difficult property to assess, since it in-
volves non-deterministic networks, frequent changes on workload and unex-
pected usage patterns. In this work, we propose a performance analysis method-
ology for web services, and introduce sPAC (Web Services Performance Analy-
sis Center) that implements our methodology for performance-considered web 
service composition. sPAC 1) graphically describes web services and the flow 
between them, 2) automatically generates test codes for the web process and 
executes them for performance analysis under low load intensity, 3) automati-
cally generates a simulation model for the web process, and conducts extensive 
simulations for heavy load intensity, and 4) reports analysis and estimation re-
sults to help service customers verify timeliness of their web services. 

Keywords: Web Services Composition, Performance Analysis. 

1   Introduction 

Web service is a technology that allows applications to communicate with each other 
in a platform- and programming language-independent manner. A group of Web 
services interacting together defines a particular Web service application (or Web 
process) in a Service-Oriented Architecture (SOA). [1] As many web services with 
similar functionalities are available on the Internet, performance will distinguish  
service providers from each other [2] when service customers select a suitable web 
service to create a new web process. 

Performance of web services is a difficult property to assess, since it involves  
non-deterministic networks, abrupt changes on load intensity, and unexpected usage 
patterns. While mathematical methods [3-4] are efficient by solving well-defined 
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performance equations, they make explicit assumptions on usage patterns and work 
loads. Test-based analysis actually invokes web services in real environments, and 
analyzes the resulting data to determine the overall operational properties. While 
these methods can provide accurate analysis results, they cost significant time and 
cannot be used when a given test load exceeds resource capability of the test-host 
computer [5-6]. Simulation-based analysis is another alternative. Most simulation-
based analysis methods represent a given web process with a discrete event simula-
tion model first, and then virtually execute the model with various simulation condi-
tions to determine the performance of the given web process [7-8]. They can provide 
fairly accurate performance properties cost-effectively.  However, the analysis may 
become totally wrong unless the simulation model and experimental parameters are 
validated against the real world. Combining simulation-based analysis with test-based 
analysis might be the best way to produce accurate performance estimation and to 
save cost, at the same time.  

In this work, we propose a performance analysis methodology for web services. Our 
methodology combines test- and simulation-based performance analysis methodology 
to save cost and time; test codes are automatically generated for the web services and 
executed for performance analysis under low load intensity. Also, the web services and 
the flow between them are automatically translated into a simulation model. The simula-
tion model is then used to estimate the performance under heavy load intensity. In-
creased accuracy can be achieved by carrying out simulations based on test results; 
Test-based analysis records how the web process behaves on low load conditions in 
terms of response time and throughput. These historical data are then used to set up 
simulation parameters. sPAC (Web Services Performance Analysis Center) is a per-
formance analysis and estimation tool to enable our methodology. We introduce useful 
facilities of sPAC and show how a customer uses sPAC to design, reengineer, verify 
their web services and finally produce a new web process with guaranteed performance. 
The methodology of sPAC can be the foundation of SLA automation [9] (i.e., automatic 
SLA creation, SLA monitoring and control) if SLAs are mainly described by perform-
ance requirements as in the case of mission-critical services. 

This paper is organized as follows. In Section 2, we present our simulation-based 
performance analysis methodology and metrics for web services and their composi-
tion. Section 3 demonstrates sPAC with an example and shows how users can benefit 
from sPAC to design, reengineer and verify their new web process. Section 4 con-
cludes this paper with future works to achieve. 

2   Performance Analysis Methodology for Web Services 

In this section, we present our performance analysis methodology for web services 
with detailed explanations on performance metrics. 

2.1   Performance Metrics 

DRT (Dissected Response Time) and TRT (Traced Response Time) are our perform-
ance metrics. DRT divides response time into three factors: Network Time (N), Mes-
saging Time (M) and Service Time (S). The response time, T, for a single web ser-
vice, s, is defined in Equation 1. 



394 H.G. Song et al. 

 

T(s) = N(s) + M(s) + S(s) (1) 

Network Time is the amount of delay determined by bandwidth of network path be-
tween customers and the providers of web services, network traffic and performance 
of network equipments. Messaging Time is the amount of time taken by service pro-
viders to process SOAP messages. SOAP is an XML-based protocol. Therefore, the 
size of the exchanging message is usually bigger than other binary-based protocols, 
and the time to process SOAP messages is not negligible. Service Time is the amount 
of time for a web service to perform its designated task. It depends on efficiency of 
business logic, hardware capability, framework for web services and/or operating 
system of web services.  

When a web process is commercialized with packaged software or in the form of 
web application, each web service is expected to experience heavy load intensity. 
TRT performance analysis creates virtual users with Java threads, lets them in-
voke web services simultaneously, and collects DRT for various load conditions. 
While TRT tests can answer how the composed web process performs in various user 
load conditions, it costs time and system resources. Moreover, the maximum testable 
load always has a limit; the testable load is determined by physical memory size, 
operating system’s memory management policy, network conditions, and/or frame-
work for web services of the test host computer. We use simulation to tear this barrier 
away; A simulation model is automatically generated and then used for testing out 
heavy load conditions without actually invoking web services through physical re-
sources and networks. To achieve better accuracy, the real test results are normalized 
and fed into the simulation parameters. Detailed explanations on performance analysis 
are found in the next section. 

2.2   Methodology 

As shown in Figure 1, our methodology conducts performance analysis in dual mode 
in order to save time and cost: test-based analysis for low load intensity and simula 
tion-based analysis for heavy load intensity. Web services are automatically translated 
into a discrete event simulation model, while the results from test-based analysis are 
fed into the simulation parameters to increase estimation accuracy. 

Fig. 1. Performance Analysis Methodology 
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// Modeling WS1 

class WS1 extends Sim_entity { 

  // private variables 

  :  

public WS1(String name, int index, int state) {            

    super(name); 

    this.index = index; 

    this.state = state; 

    out = new Sim_port("out"); 

    add_port(out); 

  } 

  public void body() { 

    Sim_event ev = new Sim_event(); 

    int i; 

for (i=0; i< simulation_time; i++) { 

      sim_schedule(out,normal(2.0,0,05),0);s 

      sim_wait(ev); 

      sim_hold(normal(10.0, 0,03)); 

} 

} 

} 

 

// Modeling WS2 

class WS2 extends Sim_entity {  

//Similar to WS1 

  : 

} 

 

class Example1 { 

 public static void main(String args[]) { 

  Sim_system.initialise(); 

  Sim_system.add(new WS1("Sender", 1, WS1.SRC_OK)); 

  Sim_system.add(new WS2("Receiver", 2, WS2.WS2_OK)); 

  Sim_system.link_ports("Sender", "out", "Receiver", "in"); 

  Sim_system.run();  

} 

}
 

 

Fig. 2. A web process and the corresponding simulation model 

Followings are detailed explanations on our methodology: 

Step1: A customer defines how web services are formed into a new web process using 
UML’s activity diagram [10]. With activity diagrams, web services are repre-
sented as nodes, while the flow between them is represented as links with 
decorations to specify fork, join, execution types (parallel or serial), and other 
various conditions.  

Step2: Web services are dynamically invoked and executed for test-based perform-
ance analysis. DRT (Dissected Response Time) and TRT (Traced Response 
Time) are analyzed under low load intensity, and recorded in history database.   

 
     
 
 
 
 
 
 
 
 

      

WS1 

WS2 

Test Results 
DataBase 

Activity Diagram
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Step3: The web process is automatically translated into a simulation model. Our simu-
lation model is constructed based on Simjava, a process-based discrete event 
simulation package for Java. A Simjava simulation is a collection of en-
tities each of which runs in its own thread. These entities are connected to-
gether by ports and can communicate with each other by sending and receiv-
ing event objects through these ports [11]. During the translation phase of the 
activity diagram, nodes and links of the activity diagram are represented as en-
tities and ports, respectively, in SimJava. The entities’ ports are linked to-
gether by following the execution order in the activity diagram. A simple web 
process and the corresponding simulation model are shown in Figure 2.  

Step4: Results from test-based performance analysis are retrieved from the history 
database, and normalized for the average response time to process a single user 
request during the test analysis. Then, the resulting average response time and 
variance are utilized as the delay amount of time to send and receive event ob-
jects during the simulation analysis as illustrated in Figure 2.  

Step5: Finally, DRT, TRT and TPM (Transactions per Minute) results are reported 
with text and graphical forms. These results help users determine if the web 
process satisfies the performance criteria. 

3   Example: My Travel Planner 

sPAC (Web Services Performance Analysis Center) is a web service composition 
environment and analyzes performance of the composed web services based on the 
proposed methodology. In this section, we illustrate sPAC with an example of My 
Travel Planner and show how users benefit from our methodology to design, verify 
and reengineer their new web process for the guaranteed performance. 

 

Fig. 3. Web Process Specification 
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Fig. 4. TRT test results 

 

 

Fig. 5. DRT test results 
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Fig. 6. Simulation Accuracy and Estimation Results 

Suppose My Travel Planner will provide services of logging-in(LogIn), booking a 
flight(FlightBooking), reserving an accommodation(HotelBooking), renting a 
car(CarRenting), finding out the current currency rate between Korea and Tur-
key(CurrencyConverter), exchanging travel money(MoneyExchange), vali-
dating credit cards(CreditcardValidation), and processing credit 
cards(CreditcardProcessor). Also, we would like to create My Travel Planner 
just by integrating the existing web services available on the web.  

As shown in Figure 3, users can search available web services in UDDI and 
graphically specify how the web services are formed into a new web process. Based 
on the flow between the selected web services, the input and output relationships are 
checked to confirm if output values of a web service can be used as input values for 
the successor service. Users also set various parameters (for example, inputs, mini-
mum and maximum number of simultaneous request, and testing and simulation dura-
tion) with appropriate values. 

Then, sPAC conducts DRT and TRT tests for the given web process with small 
number of simultaneous requests. In My Travel Planner example, DRT and TRT tests 
are conducted with 10 – 50 numbers of simultaneous users, and take 40 seconds to 
complete. Figure 4 and Figure 5 show DRT and TRT test results, respectively, for My 
Travel Planner example. Followings are some interesting performance properties 
indicated by DRT and TRT tests in Figure 4 – 5. 

Simulation Results 
vs. Test Results 
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Fig. 7. Simulation-based TRT estimation 

 FlightBooking web service becomes the performance bottleneck of My 
Travel Planner as the number of simultaneous requests increases as shown in 
Figure 4. According to DRT tests in Figure 5, the response time of Flight-
Booking web service is mainly dominated by service time (78.89% of the re-
sponse time) compared to messaging time (20.46 %) and network time 
(0.64%). This observation suggests us to reengineer the business logic of 
FlightBooking, or to increase hardware capability, or to find other alterna-
tives for better performance. 

 CurrencyConverter (53.33%), HotelBooking (57.68%), Car-
Renting (64.02%), CreditcardValidation (52.45%) and 
CreditcardProcessor (66.17%) require significant amount of time to 
process SOAP messages comparing to other service-intensive web services 
(FlightBooking(20.48%), MoneyExchange(23.26%), LogIn(1.6%)). 
This observation suggests us to consider other service alternatives that might 
require less messaging overheads or to reengineer message formats. 

 

Meanwhile, sPAC translates the activity diagram into a SimJava-based simulation 
model as described in Section 2. Also, DRT and TRT test results of each web service 
are analyzed for the average response time to process a single request. The average 
values are utilized in a simulation model as the amount of delay to send and receive 

FlightBooking 

Creditcard-
Validation 100 simultaneous 

requests 
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event objects as illustrated in Figure 2. Figure 6 shows the difference between test-
based analysis and simulation-based analysis under the low load intensity of 10 – 50 
simultaneous requests. The graph shows our simulation-based analysis is accurate 
enough to further estimate the performance of My Travel Planner under the heavy 
load intensity of 50 – 200 simultaneous requests. 

Figure 7 shows simulation-based TRT estimation for the web services. Under 
heavy load of 200 simultaneous requests, FlightBooking and Creditcard-
Validation are expected to be the performance bottlenecks. Also, Figure 7 indi-
cates that the overall response time of My Travel Planner drastically increases as the 
number of simultaneous requests exceeds 100. All the estimation data will be used 
for software architects to foresee the performance of My Travel Planner after de-
ployment, and to reengineer the web services, accordingly. 

4   Conclusion 

In this paper, we proposed an efficient performance analysis methodology for web 
services and developed sPAC to prove our methodology. sPAC provides perform-
ance information on the given web process before deployment,  so that service cus-
tomers can reengineer the web process cost-effectively  if the web process  is esti-
mated to under-perform in real environments. sPAC can be maximally utilized when 
Service Level Agreements between service providers and service customers are 
mainly described by performance requirements, as in the case of mission-critical 
applications and competitive business services. 

We will extend our methodology to consider other dynamic QoS(Quality of Ser-
vice) properties, such as, availability, reliability, security and their combinations for 
future works. Reference [12] is part of our achievement for this research direction. 
Also, we would like to continue our efforts to increase the simulation accuracy by 
employing well-known learning mechanisms. 
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Abstract. This paper presents the MR-MPS Process Reference Model and the 
MA-MPS Process Assessment Method. They were created according to the 
Brazilian reality in the MPS.BR Project, aiming at improving software process 
mainly in small to medium-size enterprises (SMEs). They are compatible with 
CMMISM and conformant with ISO/IEC 15504 and ISO/IEC 12207. This paper 
describes three MPS documents: a general guide, an assessment guide and an 
acquisition guide. The initial project outcomes are presented. The MPS Model 
has a great potential to be replicated in other countries with similar characteris-
tics related to the software industry. 

1   Introduction 

Studies have shown the need of a significant effort to improve software process ma-
turity in Brazilian software companies and that a concern with process has emerged in 
the country over the past few years, but local firm have favored the ISO 9001 [5] 
instead of the ISO/IEC 12207 [6] and ISO/IEC 15504 [7] standards, and models such 
as CMMSM or CMMISM [9, 13]. In 2003, there were 214 software companies in Brazil 
with an ISO 9000 certificate, whereas only 30 companies reached a CMMSM certifi-
cate: 24 CMMSM level 2, five CMMSM level 3, one CMMSM level 4 and none CMMSM

level 5, most of these are branches of foreign firms. 
In December 2003, the Association for Promoting the Brazilian Software Excel-

lence (SOFTEX) has begun a nationwide project to improve software process in Bra-
zil, known as MPS.BR Project [14, 15]. SOFTEX is a private not-for-profit organiza-
tion aiming at promoting competitiveness of the Brazilian software industry, which 
holds a network of 31 SOFTEX agents (in 23 cities of 13 estates). There are almost 
1100 SOFTEX affiliated firms – 11% large, 13% medium, 36% small and 40% mi-
cro-size companies (see www.softex.br).  

This paper presents the MR-MPS Process Reference Model and the MA-MPS 
Process Assessment Method. Section 2 introduces the MPS.BR Project. Section 3 
describes MR-MPS and MA-MPS, which are documented in three guides: a General 
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Guide, an Assessment Guide, and an Acquisition Guide. Section 4 presents the initial 
project outcomes, from December 2003 to March 2005. Section 5 concludes this 
paper highlighting its main points and addressing future work. 

2   MPS.BR – The Brazilian Software Process Improvement 
Project 

Organizations and industry associations that perceive a strategic competitive advan-
tage in their business processes, now have the option to create their own Process Ref-
erence Model or use an existing process model they already have. They can then cre-
ate a Process Assessment Model based on this reference model. However, the effort 
needed to ensure that the models are compliant or conformant with ISO/IEC 15504 
should not be underestimated. It is likely that only large organizations will undertake 
the step. The European space and automotive industries are taking this step through 
their industry associations [11]. 

In Brazil, this step was taken by SOFTEX in December 2003 with the MPS.BR 
Project (MPS.BR from ‘Melhoria de Processo do Software Brasileiro’, in Portu-
guese). This project aims at improving software process in the Brazilian software 
companies, with a focus on the small to medium-size enterprises (SMEs). It has two 
goals: i) to develop and improve the MPS Model, compatible with CMMISM and con-
formant with ISO/IEC 12207 and ISO/IEC 15504; ii) to implement and assess the 
MPS Model in Brazilian software companies in all regions of the country. The 
MPS.BR Project does not aim to define something new related to standards and mod-
els. What is new in the project is its implementation strategy, created according to the 
reality of the Brazilian firms [14, 15].  

The MPS.BR Project is managed by: (i) a Project Team coordinated by SOFTEX, 
with representatives from University-Industry-Government; (ii) a Model Team coor-
dinated by COPPE/UFRJ, which documents the MPS Model in three guides and also 
deals with mps professional training and certification; (iii) an Accreditation Forum, 
which deals with SOFTEX authorized organizations that provide MPS Process Im-
plementation service and MPS Process Assessment service. 

3   MPS Model Description 

The MPS Model is a software process improvement and assessment model, mainly 
oriented to the small and medium-size enterprises (SMEs). This model aims at: i) to 
fulfill the ‘business need’ of these firms; ii) to be recognized, locally and internation-
ally, as an applicable model to organizations which develop or acquire software. The 
theoretical bases used to create the MPS Model are the international standards 
ISO/IEC 12207 and ISO/IEC 15504 – with which it is conformant. Additionally, the 
MPS Model covers other software process models content, such as CMMISM [3] – 
with which it is compatible. The MPS Model also defines rules to implement and 
assess itself, so it supports and assures a coherent use according to its definitions.  
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Fig. 1. MPS Model 

It has three components, as shown in Figure 1: the MR-MPS Process Reference 
Model (MR-MPS from ‘Modelo de Referência para Melhoria de Processo de Soft-
ware’, in Portuguese), the MA-MPS Process Assessment Method (MA-MPS from 
‘Método de Avaliação para Melhoria de Processo de Software’) and the MN-MPS 
Business Model (MN-MPS from ’Modelo de Negócio para Melhoria de Processo de 
Software’). Each model component is described in a specific document, such as the 
three guides. 

MR-MPS contains the requirements that organizations must implement to be com-
pliant with the MPS Model. It contains definitions of the maturity levels, process 
capabilities and software processes. MR-MPS is strongly aligned with ISO/IEC 12207 
and ISO/IEC 15504, and it is compatible with CMMISM. MR-MPS is described in the 
MPS General Guide.  

The MPS Acquisition Guide is a complementary document which describes an ac-
quisition process for software and related service acquisition. The acquisition process 
is defined by subprocesses and activities, and it conforms to international standards 
and recommended practices.  

MA-MPS describes process assessment, assessor requirements and the require-
ments for ISO/IEC 15504 compliance. MA-MPS is described in the MPS Assessment 
Guide.  MN-MPS describes business rules in three domains: (i) the mps Br Project 
domain, coordinated by SOFTEX; (ii) the domain of the SOFTEX authorized organi-
zations that provide MPS Process Implementation service and MPS Process Assess-
ment service; (iii) the domain of the companies that are using the MPS Model for 
software process improvement, both group of firms in the MPS Cooperative Business 
Model (CBM) and specific firms in the MPS Specific Business Model (SBM). MN-
MPS is described in a MPS.BR Project document. 

3.1   MPS General Guide 

The document MPS General Guide contains a MPS Model general description, the 
common definitions to all guides and details on MR-MPS Process Reference Model. 
MR-MPS is defined through seven maturity levels, sequential and accumulative. Each 
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maturity level is a joint of two dimensions – software processes and process capabili-
ties, so comprising a set of processes in a certain capability level.  

MR-MPS describes each process by its purpose and outcomes. Each process has a 
unique identification in conformance with ISO/IEC 12207 and ISO/IEC 15504-5. The 
process purpose and outcomes are indicators that demonstrate whether the organiza-
tion’s processes are being achieved. Each capability level is described by one or more 
generic goals. Each generic goal comprises a set of generic practices that are indica-
tors that demonstrate whether the organization’s capabilities are being achieved. This 
framework is shown in Figure 2. 

Fig. 2. MR-MPS Process Reference Model 

MR-MPS Process Reference Model defines seven maturity levels: A (Optimizing), 
B (Quantitatively Managed), C (Defined), D (Largely Defined), E (Partially Defined), 
F (Managed) and G (Partially Managed). MR-MPS level G is the lowest – the most 
immature, and level A is the highest – the most mature. The MR-MPS maturity levels 
are based on the four maturity levels of the CMMISM staged representation (level 2 to 
5), where MR-MPS levels F, C, B and A correspond respectively to CMMISM levels 
2, 3, 4 and 5. MR-MPS level G is one intermediary level between the CMMISM levels 
1 and 2, and MR-MPS levels E and D are two intermediary levels between the 
CMMISM levels 2 and 3. This seven levels grading makes possible a more gradual 
implementation and recognition of the software process improvements with better 
visibility in a shorter term, making MR-MPS easier to adopt and suitable to adapt in 
Brazilian SMEs.  

Table 1 shows the MR-MPS processes and generic goals that shall be added to the 
process capability profile for each maturity level. MR-MPS processes are a combina-
tion of the ISO/IEC 12207 Amd 1 & Amd 2 processes (purpose and outcomes) and 
the CMMISM-SE/SW process areas. MR-MPS generic goals are combinations of the 
CMMISM-SE/SW generic goals and the ISO/IEC 15504-2 process attributes, which 
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Table 1. MPS maturity levels, processes and generic goals 

Level Process Generic Goal  
Organizational Innovation and Deployment, A (highest) 
Causal Analysis and Resolution 

GG 1.1, GG 2.1, 
GG 2.2, GG 3.1 

Organizational Process Performance, B
Quantitative Project Management 

GG 1.1, GG 2.1, 
GG 2.2, GG 3.1 

Risk Management, C
Decision Analysis and Resolution 

GG 1.1, GG 2.1, 
GG 2.2, GG 3.1 

Requirements Development, Technical Solution,D
Validation, Verification, Software Integration, 
Software Installation, Product Release  

GG 1.1, GG 2.1, 
GG 2.2, GG 3.1 

Training, Process Establishment,  
Process Assessment and Improvement,  

E

Tailoring Process for Project Management  

GG 1.1, GG 2.1, 
GG 2.2, GG 3.1 

Configuration Management, Quality Assurance, F
Measurement, Acquisition 

GG 1.1, GG 2.1, 
GG 2.2 

G (lowest) Requirements Management, Project Management GG 1.1, GG 2.1 

are used to define capability levels. There are four MR-MPS generic goals: GG 1.1 – 
the process purpose is achieved; GG 2.1 – the process is managed; GG 2.2 – the 
process Work Products are managed; and GG 3.1 – the process is institutionalized as 
a defined process. 

3.2   MPS Assessment Guide 

Ideally, the organizations should consider its performance against its competitors and 
peers in its market, and against peers in related markets – in other words its overall 
‘business successes’. It should relate this performance to the processes (and technol-
ogy) it uses to determine how those processes contribute to business success. It should 
also consider its absolute performance (or lack of performance) and attempt to calcu-
late the cost of failure. Process assessment provides an accepted, independent meas-
urement framework for assessment of processes. The ISO/IEC 15504 standard has 
been developed as an international view of ‘best practice’ in process assessment. 
Using ISO/IEC 15504 allows organizations to assess whether their processes are ca-
pable of helping them achieve organizational success [12]. 

According to ISO/IEC 15504-1 and ISO/IEC 12207 Amd 1, the purpose of process 
assessment is to determine the extent to which the organization’s standard processes 
contribute to the achievement of its business goals and to help the organization focus 
on the need for continuous process improvement. The document MPS Assessment 
Guide describes the MA-MPS Process Assessment Method. Basically, it contains 
assessment requirements, assessment activities, assessment indicators and assessors 
requirements. MA-MPS makes possible to carry out assessment activities in a given 
organizational unit through authorized competent assessors. MA-MPS requirements 
are aligned with ISO/IEC 15504-2 assessment requirements, CMMISM ARC Class A 
requirements (except appraisal team leader requirements) and MPS.BR specific  
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requirements. So, it is ISO/IEC 15504 conformant, CMMISM ARC Class A compati-
ble and suitable to SMEs.  

MA-MPS assessment activities are mainly based on SCAMPISM [10], with parts of 
QUICK [8] and MARES [2] methods. SCAMPISM (Standard CMMISM Appraisal 
Method for Process Improvement) has three classes of assessments: Class A is more 
rigorous and time consuming, providing basis for improvement plan, while Class B 
and Class C are less rigorous and time consuming. The need to be able to achieve 
translation to ISO/IEC 15504 Process Profiles is only required for SCAMPISM Class 
A. QUICKLocus is a Brazilian process assessment method suitable for software or-
ganizations with less than 50 employees, low time consuming, which provides basis 
for software development process improvement. MARES is another Brazilian process 
assessment method in SMEs, ISO/IEC 15504 conformant, which focus on process 
improvement. 

The MA-MPS Process Assessment Method is described in Figure 3 by: i) its four 
sequential activities; ii) its six major Work Products; iii) relationships between activi-
ties and input/output Work Products; iv) relationships between activities and the five 
minimum activities required by ISO/IEC 15504-2 for process assessment; v) relation-
ships between activities and the three phases of SCAMPISM method. 
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Fig. 3. MA-MPS Process Assessment Method 

The set of Work Products (WP) satisfies the requirements of ISO/IEC 15504 and 
are based on SCAMPISM. For example, the Assessment Plan WP satisfies the six 
minimum requirements for ISO/IEC 15504 assessment plan (required inputs, activi-
ties to be performed, resources and schedule, identity and defined responsibilities of 
the participants, criteria for verification, and description of the planned assessment 
outputs). As another example, the Process Indicator Descriptions WP satisfies the 
assessment indicator requirements of ISO/IEC 15504-2 and is based on the Practice 
Implementation Indicators Descriptions (PIID) of SCAMPISM.
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3.3   MPS Acquisition Guide 

The acquisition of software and related service is a complex process, mainly to char-
acterize acquisition requirements and acquisition outcomes such as software quality, 
product acceptance, change request management, products release, responsibilities 
and liability. The acquisition process involves risks to both parts and it is common to 
occur serious conflicts in the supplier-customer relationship. So some initiatives to 
turn the acquisition process more predictable, with better outcomes for the parts, are 
being considered in international standards and practices [1]. 

According to ISO/IEC 12207 Amd 1, the purpose of the acquisition process is to 
obtain the product and/or service that satisfy the need expressed by the customer. The 
process begins with the identification of a customer need and ends with the accep-
tance of the product and/or service by the customer. 

As shown in Figure 4, the acquisition process contains four subprocesses: acquisi-
tion preparation, supplier selection, supplier monitoring and customer acceptance. 
Therewith each sub-process is deployed in activities aligned with ISO/IEC 12207 
Amd 1. 

Fig. 4. Acquisition process: subprocesses and activities 

The document MPS Acquisition Guide maps all these subprocesses and activities 
to the phases and steps of the IEEE STD 1062 recommended practice for software 
acquisition [4]. MPS Acquisition Guide describes a software and related services 
acquisition process to be used both by software acquirers and suppliers. It is useful to 
organizations that are looking for improving their software acquisitions, especially 
when the suppliers are using the MR-MPS Process Reference Model to improve soft-
ware process. Of course, it is also useful for software suppliers that are looking for 
improving their software and related service. 

MPS Acquisition Guide is aligned with ISO/IEC 12207 Amd 1 acquisition process 
and subprocesses, IEEE STD 1062 recommended practices, and MPS.BR specific 
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requirements. It details each acquisition subprocess considering: i) required activities; 
ii) required products; iii) deliverable products; iv) contract agreements with a certified 
supplier, such as MPS certified or an equivalent certification. It also describes com-
mon problems that occur in the acquisition process, aspects relating to the acquisition 
of free software/open source and the acquisition of software components, as well as 
the evolution of the acquisition process in the capability dimension. 

4   Initial MPS.BR Project Outcomes (Dec.2003–Mar.2005) 

The following outcomes are related to the first project goal - to develop and improve 
the MPS Model: (i) Dec.2003-Jul.2004: MPS Model preliminary version, compatible 
with CMMISM; (ii) Aug.2004-Mar.2005: MPS Model version 1.0, compatible with 
CMMISM and conformant with ISO/IEC 12207 and ISO/IEC 15504, documented in 
three guides – general guide, assessment guide and acquisition guide; (iii) May-
Dec.2004: 12 Courses on Introduction to MPS Model, in 11 cities, with 637 partici-
pants. 3 Exams for MPS Process Implementers, in 12 cities, with 137 approved; (iv) 
Nov.2004-Mar.2005: 4 organizations authorized to provide MPS Process Implemen-
tation service.  

The following outcomes are related to the second project goal - to implement and 
assess the MPS Model in Brazilian software companies in all regions of the country: 
(i) Dec.2003-Mar.2005: Pilot experience on MPS Process Implementation in groups 
of firms; (ii) Sep.2004-Mar.2005: First international activities, with presentations on 
MPS.BR Project and MPS Model in Argentina, Peru and  Portugal. 

5   Conclusions 

This paper presented the MR-MPS Process Reference Model and the MA-MPS Proc-
ess Assessment Method. They were created according to the Brazilian reality, aiming 
at improving software process mainly in small to medium-size enterprises (SMEs) 
with feasible costs. They are compatible with CMMISM and conformant with ISO/IEC 
15504 and ISO/IEC 12207.  

The MPS Model has a great potential to be replicated in other countries with simi-
lar characteristics related to the software industry. In April 2005, it was announced 
that the MPS.BR project also will be supported by the Inter-American Development 
Bank (IDB). According to an IDB representative, "having two other countries accom-
panying Brazil in this experience sets the stage for promoting partnerships as well as a 
common space among firms in the different countries involved".This paper also de-
scribed how has been tested the step taken by SOFTEX - a Brazilian software indus-
try association, in December 2003, with the MPS.BR Project. There is a strong inter-
action among University-Industry-Government in this project. The MPS.BR Project is 
very important to the Brazilian software sector, whereas it is promoting significant 
cultural changes.  

The initial project outcomes were presented in this paper. Up to now the main re-
sults are: i) an ample debate on the MPS.BR Project and MPS Model, with an ex-
traordinary receptivity in all regions of the country and in organizations of different 
sizes – governmental and private enterprises; ii) the involvement of a large team in 
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the project and model, with representatives of several Brazilian regions; iii) the devel-
opment and improvement of the MPS Model, documented by three guides, with a 
great value-added and technological impact; iv) the qualification of hundreds of pro-
fessionals in the MPS Model; v) the first four organizations authorized to provide mps 
Process Implementation service; vi) the pilot experiences on MPS Process Implemen-
tation in groups of firms in three important cities.  

In 2005, the main challenges are: i) to commit more qualified people, experienced 
institutions and interested firms in the MPS.BR Project and MPS Model; ii) to im-
prove continuously the three MPS guides; iii) to carry out the MPS Professional 
Training and Certification Plan; iv) to authorize new organizations to provide MPS 
Process Implementation service and also MPS Process Assessment service; v) to carry 
out pilot experiences on MPS Process Assessment in firms in Rio de Janeiro, Recife 
and Campinas from May to July, and regular MPS Process Assessment in several 
cities from August to December; vi) to create new groups of firms for MPS Process 
Implementation. 

Acknowledgements 

We would like to acknowledge to all participants in the MPS.BR Project. From 2005 
on the project is supported by FNDCT/CT-INFO/VERDE-AMARELO/FINEP/MCT. 
CMMSM, CMMISM and SCAMPISM are SEI/CMU service marks. MR-MPS, MA-
MPS, MN-MPS and MPS.BR are SOFTEX service marks. 

References 

1. Alves, A. M., Guerra, A.: Aquisição de Produtos e Serviços de Software. Rio de Janeiro, 
Elsevier (2004) (in portuguese) 

2. Anacleto, A., von Wangenheim, C. G., Salviano, C. F., Savi, R.: A Method for Process 
Assessment in Small Software Companies. In: Proceedings of SPICE 2004: The Fourth In-
ternational SPICE Conference, Lisbon Portugal (2004) 69–76 

3. Chrissis, M. B., Konrad, M., Shrum, S.: CMMISM: Guidelines for Process Integration and 
Product Improvement. Addison-Wesley (2003) 

4. IEEE STD 1062:1998. IEEE Software Engineering Standards Collection. IEEE Recom-
mended Practice for Software Acquisition, IEEE STD 1062 Edition, New York NY USA 
(1998) 

5. ISO 9001:2000. Quality Management Systems. Requirements (2000) 
6. ISO/IEC 12207:1995/Amd 1:2002/Amd 2:2004. Information Technology – Software Life 

Cycle Processes (2004) 
7. ISO/IEC 15504. Information Technology – Process Assessment. Part 1 – Concepts and 

vocabulary (2004); part 2 – Performing an assessment (2003); part 3 – Guidance on per-
forming an assessment (2004); part 4 – Guidance on use for process improvement and 
process capability determination (2004); and part 5 – An exemplar process assessment 
model (1999) 

8. Kohan, S.: QuickLocus: Proposta de um método de avaliação de processo de 
desenvolvimento de software em pequenas organizações. Dissertação de mestrado, 
Instituto de Pesquisas Tecnológicas do Estado de São Paulo – IPT (2003) (in portuguese) 



 Brazilian Software Process Reference Model and Assessment Method 411 

9. MCT/SEPIN – Ministério da Ciência e Tecnologia, Secretaria de Política de Informática. 
Qualidade e Produtividade no Setor de Software Brasileiro 2001, Brasília Brasil (2001) (in 
portuguese) 

10. SEI – Software Engineering Institute, Carnegie Mellon University. Standard CMMISM

Appraisal Method for Process Improvement (SCAMPISM), Version 1.1: Method Definition 
Document, CMU/SEI-2001-HB-001 (2001) 

11. van Loon, H.: Process Assessment and ISO/IEC 15504: a reference book. The Kluwer In-
ternational Series in Engineering and Computer Science, Vol. 775, Springer (2004a) 

12. van Loon, H.: Process Assessment and Improvement: a practical guide for managers, qual-
ity professionals and assessors. The Kluwer International Series in Engineering and Com-
puter Science, Vol. 776, Springer (2004b) 10–11 

13. Veloso, F., Botelho, A. J., Tschang, A., Amsden, A.: Slicing the Knowledge-based Econ-
omy in Brazil, China and India: a tale of 3 software industries. Report, MIT – Massachu-
setts Institute of Technology, Massachusetts USA (2003) 

14. Weber, K. C. et al.: Modelo de Referência para Melhoria de Processo de Software: Uma 
Abordagem Brasileira. In: Proceedings of the XXX Conferencia Latinoamericana de 
Informatica (CLEI 2004), Arequipa Peru (2004) (in portuguese) 

15. Weber, K. C., et al.: Uma Estratégia para Melhoria de Processo de Software nas Empresas 
Brasileiras. In: Proceedings of the Fifth Conference for Quality in Information and Com-
munications Technology (QUATIC’2004), Porto Portugal (2004) (in portuguese) 



A Secure Communication Framework
for Mobile Agents

Suat Ugurlu and Nadia Erdogan

Istanbul Technical University, Computer Engineering Department,
Ayazaga, 34390 Istanbul, Turkey

suat@suatugurlu.com, erdogan@cs.itu.edu.tr

Abstract. Communication, a fundamental concept in computing, al-
lows two pieces of software to interact and to exchange information. It is
an important aspect of mobile agent systems because mobile agents gen-
erally need to coordinate their activities through some type of commu-
nication. Using mobile agent technologies provides potential benefits to
distributed applications; however, an agent’s ability to move introduces
significant security risks. Consequently, a mobile agent system should
provide a safe and secure communication infrastructure along with other
security management and maintenance activities. This paper describes
the communication framework of a new mobile agent platform, Secure
Mobile Agent Platform (SECMAP) that provides mobile agents a flexi-
ble and secure communication environment with both synchronous and
asynchronous messaging facilities.

1 Introduction

Intelligent agents and multi-agent systems bring in a new approach to the de-
sign and implementation of complex distributed systems. Several multi-agent
systems have been implemented either as commercial products or in various re-
search projects, with varying success [1] [2] [3] [4] [5] [6] [7]. Reasons for the grow-
ing recognition of agent technology are the innovative solutions it provides to
problems of more traditionally designed distributed systems through mobility of
code, machine based intelligence, and improved network and data-management
possibilities.

Using mobile agent technologies provides potential benefits to applications,
however, an agent’s ability to move introduces significant security risks. Both
mobile agents during their life times and hosts executing mobile agents are un-
der security threats [8], [9]. The attacks against mobile agent security can be
divided into three categories: attacks by hosts against agents, attacks by agents
against hosts and attacks between agents. There may also be more complex at-
tacks that agents and hosts may be exposed to. Consequently, a secure mobile
agent system is a firm requirement especially when designing and implementing
industrial or e-business applications. Mobile agents generally need to coordi-
nate their activities, and do so by passing messages between them in a location
transparent manner. Therefore, a mobile agent system should provide a safe and
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secure communication infrastructure along with other security management and
maintenance activities.

This paper describes the secure communication framework of a new mobile
agent platform, Secure Mobile Agent Platform (SECMAP). Unlike other agent
systems, SECMAP proposes a new agent model, the shielded agent model, for
security purposes. A shielded agent is a highly encapsulated software compo-
nent that ensures complete isolation against unauthorized access of any type.
SECMAP provides mobile agents a flexible, location transparent communica-
tion environment with both synchronous and asynchronous secured messaging
facilities.

2 SECMAP Approach to Security

SECMAP treats every agent as a distinct principal and provides protection mech-
anisms that isolate agents. The system differs from other mobile agents systems
in the abstractions it provides to address issues of agent isolation.

SECMAP agents are light-weight implementations as threads instead of pro-
cesses. Each agent is an autonomous object with a unique identification and
agents communicate via asynchronous message passing. A Secure Mobile Agent
Server (SMAS) resident on each node presents a secure execution environment on
which new agents may be created or to which agents may be dispatched. SMAS
provides functionalities that meet security requirements and allow the imple-
mentation of the shielded agent model. A shielded agent is a highly encapsulated
software component that ensures complete isolation against unauthorized access
of any type. On a request to create a new agent, SMAS instantiates a private
object of its own, an instance of predefined object AgentShield, and uses it as
a wrapper around the newly created agent by declaring the agent to be a pri-
vate object of AgentShield object. This type of encapsulation ensures complete
isolation, preventing other agents to access the agent state directly. An agent
is only allowed to communicate with its environment over the SMAS engine
through the methods defined in a predefined interface object, AgentInterface,
which is also made the private object of the agent during the creation process.
The interface provides limited yet sufficient functions for the agent to commu-
nicate with SMAS. All variables of agents are declared as private and they have
corresponding accessor methods. Agents issue or receive method invocation re-
quests through asynchronous messages over the secure communication facility
of SMAS. Thus, a source that is qualified for a particular request, for example,
that has received the rights to communicate with a target agent, is granted to
pass its message.

SECMAP employs cryptographic techniques to meet security constraints.
Each SMAS owns a certificate which is used to identify its identity and to encrypt
and decrypt data. A requests from a SMAS is not processed until the validity of
the SMAS identitiy is verified. A SECMAP agent’s code and state information
are kept encrypted during its life time using Data Encryption Standard (DES)
algorithm. They are decrypted only when the agent is in running state on the
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host’s memory. To protect agents during migration over the network, agent code
and state data are encrypted as well while in transfer and can only be decrypted
on the target host after retrieving the appropriate DES key from the security
manager. SECMAP employs a policy based authorization mechanism to permit
or restrict agents to carry out certain classes of actions. SECMAP also monitors,
time stamps and logs all agent activity in a file, in order to be later analyzed to
determine the actions an agent carried out on the host.

2.1 SECMAP Architecture

A brief overview of SECMAP architecture is necessary before the description
of the secure communication framework. We have used Java for the implemen-
tation of the execution environment because it offers several features that ease
the development process. Figure 1 shows the SECMAP architecture. The main
component of the architecture is a Secure Mobile Agent Server (SMAS) that is
responsible of all agent related tasks such as creation, activation, communica-
tion, and migration. The system comprises of several SMAS executing on each
node which acts as a host for agents. A SMAS may operate in three modes ac-
cording to the functionality it exhibits. It can be configured to execute in any
of the three modes on a host through a user interface. A SMAS on a node can
also operate in all three modes at the same time.

Standard Mode (S-SMAS): S-SMAS provides standard agent services such
as agent creation, activation, inactivation, destruction, communication, and mi-
gration. It also includes a policy engine that checks agent activity and resource
utilization according to the rules that are present in a policy file, which has
been received from a Security Manager SMAS. In addition, S-SMAS maintains
a list of all active agents resident on the host and notifies the Master Browser
SMAS anytime an agent changes state. Keeping logs of all agent activities is
another important task S-SMAS carries out. Log content may be very useful in
the detection of certain kinds of attacks which are difficult to catch instantly.

Master Browser Mode (MB-SMAS): When agents are mobile, location
mappings change over time, therefore agent communication first requires a ref-
erence to the recipient agent to be obtained. In addition to supporting all func-
tionalities of S-SMAS, MB-SMAS also maintains a name-location directory of
all currently active agents in the system. This list consists of information that
identifes the host where an agent runs and is kept up to date as information on
the identities and status (active/inactive) of agents from other SMAS is received.

Security Manager Mode(SM-SMAS): In addition to supporting all func-
tionalities of S-SMAS, SM-SMAS performs authentication of all SMAS engines,
handles policy management, and maintains security information such as DES
keys and certificates. Any SMAS engine in the system has to be authenticated
before it can start up as a trusted server. SM-SMAS holds an IP address and
key pair for each of SMAS engine that wants to be authenticated. If the sup-
plied key and the IP address of the requesting SMAS engine is correct then
it is authenticated. The authenticated SMAS engine gets a ticket from the
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Fig. 1. SECMAP Architecture

SM-SMAS and uses this ticket when communicating with other SMAS engines.
A SMAS that receives a request from another SMAS refers to SM-SMAS to
verify the validity of its ticket before proceeding with the necessary actions to
fulfill the request. Every SMAS, regardless of its mode, creates a private-public
key pair once. Next, it creates its certificate and sends it to the SM-SMAS. Any
SMAS can receive the certificate list from SM-SMAS before authentication and
store it in its key store in order to use SSL communication with other SMAS
engines in the system. From then on, all agent-to-agent and SMAS-to-SMAS
communication is established through SSL.

2.2 SECMAP Agents

SECMAP requires agents to conform to a software architectural style, which
is identified by a basic agent template. The agent programmer is provided a
flexible development environment with an interface for writing mobile agent
applications. He determines agent behavior according to the agent template given
and is expected to write code that reflects the agent’s behavior for each of the
public methods. For example, code for the OnCreate() method should specify
initial actions to be carried out while the agent is being created, or code for the
OnMessageArrive() method should define agent reaction to message arrival.

public class Main extends Agent{
public void OnMessageArrive(){...}
public void OnCreate(){ ... }
public void OnActivate(){...}
public void OnInactivate(){... }
public void OnTransfer(){... }
public void OnEnd(){... }}
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An instance of class AgentIdentity is defined for the agent on an initial creation.
All agents in the system are referenced through their unique identities, which
consist of three parts. The first part, a random string of 128 bytes length, is
the unique identification number and, once assigned, never changes throughout
the life time of the agent. The second part is the name which the agent has
announced for itself and wishes to be recognized with. While the first two parts
are static, the third part of the identity has a dynamic nature: it carries location
information, that is, the address of the SMAS on which the agent is currently
resident, and varies as the agent moves among different nodes. This dynamic
approach to agent identity facilitates efficient message passing.

3 Communication Security

Communication security is an important aspect of mobile agent systems. The
messages exchanged between agents or between an agent and its owner may be
confidential, or can contain sensitive information. It should be possible to detect
if messages are tampered with. Also, it should be possible to verify the target
entity to which a message is being directed and to verify if a message received
really originates from a given entity. Therefore, the communication framework
of an agent system should provide facilities for the fulfillment of the following
security requirements [10]:

– Confidentiality
– Data integrity
– Authentication of origin
– Non-repudiation of origin
– Non-repudiation of receipt

SECMAP meets the first three requirements through application of the SSL
protocol and cryptographic techniques. All SMAS engines are authenticated be-
fore their requests are processed. The implementation relies on Java RMI and
it is enhanced to support SSL communication. Non-repudiation of origin and
receipt ensures that agents can not deny their actions. SECMAP keeps logs of
all agent activity, which can later be analyzed for execution tracing if need arises
on conflicts or denial of certain actions.

4 SECMAP Secure Communication Framework

SECMAP agents communicate via messages. SMAS supports asynchronous mes-
sage exchange primitives through methods of AgentInterface. Agent communica-
tion is secured by transferring encrypted message content through SSL. Agents
are provided with a flexible communication environment where they can ques-
tion the results of send message requests, wait for responses for a specified period
of time, and receive messages or replies when it is convenient for them. Figure 2
shows the communication framework and how a request to send a message pro-
ceeds. During agent creation, SMAS, while instantiating a shield object for the
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Fig. 2. SECMAP Communication Framework

agent, also creates three queues: one for outgoing messages, one for incoming
messages and one for reply messages. The input and output queues are moni-
tored by two threads which are spawned on agent activation. The thread mon-
itoring the input queue alerts the agent if a message arrives, while the thread
monitoring the output queue alerts the SMAS engine to route messages to their
destination.

When an agent issues a send message call through the AgentInterface, the
message is placed into the output queue by the agent shield and the call returns.
From then on, the agent may continue with its operations. It may question the
result of the send request, or, if it expects a response, it may retrieve the reply
message at any point suitable in its execution path. The thread monitoring the
output queue alerts the SMAS engine to route the message. After the SMAS on
the recipient host places the message into the input queue of the target agent,
the input queue thread alerts the agent of the arrival of a new message via a call
to its OnMessageArrive() method,using Java Reflection feature. Subsequent to
being alerted, the receiver agent can issue a call to receive the message at any
time. Reply messages are also routed as regular messages are. The only difference
is that the SMAS engine sending the reply sets the acknowledgement field at the
end of the message packet object to true so that the message can be placed in
the reply queue of the agent to which the call returns a result. The reply can be
retrieved at any time.

Fig. 3. Message Packet
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Figure 3 shows the format of a message packet. Each message is assigned
an id which is later used to query the result of a request. Before an agent can
send a message to another agent, it needs to learn the name of the receiver
agent. An agent learns the identity of the target agent via a call to the SMAS,
which cooperates with MB-SMAS to return the required information, an object
of type is AgentIdentity. Messages are created as instances of the Message class
and consist of two parts. The first part is the name of the message, while the
second part consists of a parameter list. Parameters can be of any type that can
be serialized.

4.1 Agent Communication Interface

SECMAP provides communication security transparently at a lower level and
agents are not aware of it. An agent is only allowed to communicate with its
environment over the SMAS engine through the methods defined in a predefined
interface object, AgentInterface. The methods of AgentInterface related to agent
communication are listed below.

sendMessage(String strAgentHostName, AgentIdentity agentiden-
tity, Message message): Send a message to an agent whose identity is known.
The call returns the identifier of the message packet, which the agent can later
use to query the result of the send operation.

sendBroadcastMessage(Message message): Send a broadcast message
to all agents running on the same host. receive() : Read and then remove a
message packet from the input queue.

sendReply(Packet packet, Object reply): Send the reply of a message
which has been received before.

Sent(PIdentifier id): Returns true if a message send request has been
carried out successfully, that is the message has been placed into the input queue
of the receiver.

ReplyReady(PIdentifier id): Query to learn if the reply of the message
has arrived. An agent may not always expect a reply. As communication is
asynchronous, in case a reply is expected, the agent queries its arrival at a time
convenient for it.

waitForMessage(long ms): Make a blocking call to listen on the input
message queue for a specifed period of time.

waitForReply(PIdentifier id, long ms): Make a blocking call to listen
on the reply message queue for a specifed period of time and returns true if the
reply is ready. If issued right after a send, it leads to synchronous messaging.

getVisibleAgentIdentity(String strIdentifier): Learn the identity of the
agent with a specific name running on the same host.

getAllVisibleAgentIdentities(String strIdentifier): Receive a list of
the identities of all agents with a specific name running on the whole of the
system.

Below are the code fragments of two agents. One of the agents has announced
itself with the name ”calculator” and, on receiving a message with the name ”cal-
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culate” and a parameter list in the form of an arithmetic expression, computes
the result and sends it as the reply message. The second agent, a client, wishes
to have the result of an arithmetic expression to be computed. In its OnActivate
method, it constructs a request message, inquires if any ”calculator” agents are
currently active on the system and, if it receives identities of ”calculator” agents,
scans the list to send its request until a result is obtained.

”calculator” agent:

public void OnMessageArrive(){
Packet packet =getAgentInterface().receive();
Message message=(Message)packet.getObject();
if (message.getMessageName().equals("Calculate")) {
Object[]parameters = message.getParameters();
String par1 =(String)parameters[0];
Calc calculator = new Calc(); String result = "";
try\\
{result = calculator.calculate(par1);}
//details of calculator class not included here.
catch (Exception ex){ }
getAgentInterface().sendReply(packet, result);}}
public void OnActivate(){
getAgentInterface().setVisibleOn("calculator");}

”client” agent:

Enumeration calcagentlist=
agentinterface.getAllVisibleAgentIdentities ("calculator");
//acquire identities of all agents on the system
//who have announced themselves with the name "calculator"
while (calcagentlist.hasMoreElements()){
AgentIdentity agentidentity = (AgentIdentity)

calcagentlist.nextElement();
Message message = new Message

("Calculate",CalculateInput.getText());
PIdentifier id = agentinterface.sendMessage
(agentidentity.getAgentHostName(),agentidentity,message);

if (!agentinterface.waitForReply(id,5000))
System.out.Println("Timed out.."+"\n");

else{ String result = (String) agentinterface.getReply(id);
System.out.println(CalculateInput.getText()+" = "+result+"\n");
break();}}

4.2 Location Transparence

The system is managed with a decentralized control; several MB-SMAS and
SM-SMAS may currently be active and they cooperate for a smooth execution.
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They share their data and communicate messages to keep it coherent. When
initializing an S-SMAS on a node, the programmer specifies the addresses of the
MB-SMAS and the SM-SMAS it should register itself to. Next, S-SMAS sends its
agent list to MB-SMAS and, in return, receives the identities of all other agents
active on the system. All MB-SMAS and SM-SMAS in the system share their
data. We call those S-SMAS that a MB-SMAS or a SM-SMAS cooperates with
as its partners. When a MB-SMAS gets a request to return an agent identity,
it cooperates with its partners to obtain the current agent identities. A similar
mode of processing is true for SM-SMAS. If an SM-SMAS can not authenticate
a request, it directs it to its partners for possible authentication. Additionally,
when an S-SMAS communicates with its MB-SMAS and SM-SMAS, it obtains
the addresses of their partners and saves them, in order to use as a contact
address in case its communication to its MB-SMAS or SM-SMAS fails. This
approach adds robustness against network or node failures. Figure 4 shows MB-
SMAS integration to allow location transparent agent messaging.

Fig. 4. MB-SMAS integration

5 Related Work

Several mobile agent systems have been proposed and developed up to now.
They all have their software agent specific features. These agent systems allow
agents to communicate with each other and some have better and more flexible
features over the others. SECMAP has the advantage of having a scalable, secure
and location transparent messaging architecture. SSL provides message privacy
while origion of the message are provided to be safe by authenticating SMAS
servers installed on each agent server on the network. Using queues and managing
agent queues with agent shields also provides a scalable messaging architecture.
Alerting the agent when a message arrives for the agent gives the programmer
to write the agent code in an easier way.
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6 Conclusions and Future Work

This paper describes the secure communication infrastructure of SECMAP. Mo-
bile agents are provided with a flexible and secure communication environment
where they can benefit both synchronous and asynchronous messaging facili-
ties. Confidentiality, integrity, authentication of origin and non-repudiation of
messages are assured through security techniques. SMAS are authenticated by
several SM-SMAS through certificates, thus introducing trusted nodes to which
mobile agents can migrate when required, or send sensitive information. Loca-
tion tranparency is provided by integrating more than one MB-SMAS into the
system, which, at the same time, adds to the robustness of the system. SECMAP
keeps logs of all agent activity, such as creation, activation, migration, and mes-
sage exchange, which can later be used for execution tracing, either for debugging
purposes or analysing agent behaviour. Currently, the system does not possess a
message buffering feature. Our future work includes adding such a feature into
the system so that while an agent is in transit from one host to another, all
messages sent to the agent can be kept in the system and the agent be alerted
immediately when it is activated on the destination host. Additionally, remote
broadcasting support is another feature we plan to add into the system. At its
present state, SECMAP supports local broadcasting, that is, a message can only
be broadcast to all agents running on the same host as the sender.
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Abstract. The coordinated motion of a group of autonomous mobile
robots performing a coordinated task has been of high interest in the
last decade. Previous research has shown that one of the main problems
in the area is to avoid collisions of the robots with obstacles and other
members of the group. In this work, we develop a novel coordination
scheme along with a new online collision avoidance algorithm. In the
proposed algorithm, reference trajectories for a group of autonomous
mobile robots are generated in terms of linear and angular velocities of
the robots. Several coordinated tasks have been presented and the results
are verified by simulations.

1 Introduction

The interest in modeling groups of autonomous mobile robots engaged in coordi-
nated behavior has been growing recently [1] - [10]. Most of the previous research
is devoted to define coordinated behavior on the basis of mutual forces among
the members of the group [2]. In 1995, Vicsek proposed the simple “neighbors”
method [4]. In [5], coordination among the group is achieved by the effect on
each member of the group due to its closest neighbors. Yamaguchi defined “for-
mation vectors” for coordination and repulsive forces for collision avoidance to
achieve coordinated motion for mobile robot troops [7].

For holonomic (omnidirectional) mobile robots, the definition of appropriate
forces might be sufficient to achieve coordination. Since these robots can move
in any direction, the problem of achieving coordination is reduced to solving
the dynamics of masses according to Newtonian mechanics under the effect of
conveniently defined forces. However, for nonholonomic robots; such as unicycle
robots or car-like vehicles, the generated reference trajectories should satisfy the
nonholonomic constraint (no side way motion). Generating reference trajectories
for the robots using a “virtual reference robot” that satisfies the nonholonomic
constraint guarantees the generation of nonholonomic reference trajectories [11].
Modeling coordinated behavior of a group of autonomous nonholonomic mobile
robots has become an active research area in recent years [12] - [13]. Yamaguchi
used “formation vectors” that take care of the nonholonomic constraint to define
coordination [14].
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There has also been a growing interest in decentralized systems in the last
decade [18] - [21]. Achievement of a goal by multiple autonomous mobile robots
in coordination is an example of a decentralized system. Failure of a single mem-
ber in centralized systems results in system failure, whereas in decentralized
systems the remaining members can still achieve the goal even if some mem-
bers of the group fail. Economic cost of a decentralized system is usually lower
than a centralized system that could carry out the same task [20]. A huge single
robot, no matter how powerful it is, is spatially limited while smaller robots
could achieve a given goal more efficiently. Flocking birds, schooling fish and
bees building a honeycomb in the beehive are examples of decentralized natural
groupings, where each member works in coordination with the others. Decen-
tralized systems outclass centralized systems where the task is exploration of an
area for some task such as a search and rescue action [21].

Manipulation of a given coordinated task by a group of autonomous mobile
robots requires certain formations. Moreover, the necessary formation may vary
based on the definition of the coordinated task [22]. It could be better to carry
a heavy rectangular object by multiple robots in a rectangular formation, while
a circular formation of the robots might be better for capturing and enclosing
an invader to provide security in surveillance areas.

2 Problem Formulation

We consider a group of n mobile robots, namely R1, R2, . . . , Rn−1, Rn, and an
object, T , that will serve as a target for the group on the same plane. In the
sequel, Ri denotes the ith robot in the group.

By coordination among a group of robots, we mean the group’s achievement
of a given coordinated task in certain formations. In this work, we consider a
coordinated task scenario as follows:

– R1, R2, . . . , Rn−1, Rn should form a circle of radius dtarget with T at the
center.

– The robots should be uniformly distributed on the final formation circle.
– Each Ri should orient itself towards T once it maintains a certain distance

dnear from its closest neighbors and dtarget from T .

Aforementioned scenario is a general one that would be the basis for a sequence
of coordinated tasks. In other words, we can think of complicated coordinated
tasks in terms of simple coordinated tasks. The above scenario might serve as
the first phase in other complicated coordinated tasks. Manipulation of a heavy
object, T , by a mobile robot group could be one example. Once they achieve
the desired formation described above, they can grasp and move the object
in a coordinated manner. Another example could be enclosing and catching a
prisoner, T , in a surveillance area by decreasing the distances dtarget and dnear

after the desired formation has been achieved. Depending on the nature of the
coordinated task, Ri might need to check if all other robots have accomplished
the task in the current phase before it goes on with the task of the next phase.
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During each phase of the coordinated motion, autonomous robots must avoid
collisions with other members of the group and any possible static obstacles.
Collision is one of the most essential problems in the context of coordinated
motion [23]. In this scenario, we assume there are no static obstacles, except T
itself.

In this work, we assume a stationary target, T , the position of which is known
by all robots before coordinated motion is initiated. We are also assuming that
each robot, Ri, perceives its environment by some sensor. Visual sensing by
cameras or ultrasonic sensing are most common examples in the literature.

3 Computing Desired Velocities

Coordination between a group of wheeled mobile robots is usually defined on
the basis of forces. In this approach, the desired linear and angular velocities
are derived from the desired position and orientation obtained by solving the
dynamic equations of the system. The desired kinematics of a “virtual reference
robot” [11] so obtained is given as a reference to the actual robot. This approach
fails to take the nonholonomic constraint into consideration when generating the
reference pose. The actual robot might not be able to follow the virtual reference
robot if abrupt changes in the reference position and orientation occur.

In this work, we are defining coordination among the group by proper se-
lection of the linear and angular velocities of the virtual reference robot. This
approach automatically satisfies the nonholonomic constraint. Hence, the reg-
ulation of the errors between the virtual reference robot’s pose and the actual
robot’s pose to zero are guaranteed with an appropriate feedback controller [11].
Once the desired velocities that will yield coordinated motion are obtained, they
are integrated to get the desired positions and orientations of the robots.

3.1 Coordination and Target Velocities

We consider a biologically inspired coordination algorithm where Ri is in coor-
dination only with its closest two neighbors. The second closest neighbor loses
effect on the desired velocity of Ri when the distance between Ri and T falls
below a predefined value, drelax.

Coordination is defined by mutual distances between the robots. In other
words, Ri should maintain a certain distance dcoord from its closest neighbors.
The desired velocity vector of Ri due to coordination, vcoord , that forces a dis-
tance of dcoord between Ri and its neighbors is given as follows:

vcoord = klin(di2cl1−dcoord)ni2cl1 +{klin(di2cl2 − dcoord)ni2cl2 , di2T ≥ drelax

0, di2T < drelax
} ,

(1)
where klin is a proportionality constant, di2cl1 and di2cl2 are the distances be-
tween Ri and its closest and second closes neighbors respectively, ni2cl1 and
ni2cl2 are the unit vectors from Ri to its closest neighbors, dcoord is the specified
coordination distance to be maintained between the robots, drelax is the critical
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distance of Ri to T below which it loses contact with its second closest neighbor,
and di2T is the distance between Ri and T .

Similarly, a desired velocity vector due to T is defined, for each robot Ri to
move it towards T until it maintains the given distance dtarget between itself
and T , as:

vtarget = klin(di2T − dtarget)ni2T , (2)

where di2T is the distance between Ri and T , ni2T is the unit vector from Ri to
T .

The desired velocity vector of Ri, namely vdes is formed by taking a linear
combination of the velocities vcoord and vtarget by appropriate coefficients as
follows:

vdes = ktargetvtarget + kcoordvcoord , (3)

where ktarget is the coefficient of the velocity due to T and kcoord is the coefficient
of the velocity due to the closest neighbors of Ri. These coefficients define the
effect of the neighbors and T on the generated reference velocity of Ri.

The desired position and orientation of Ri is then obtained by integration of
the computed desired velocity.

Successful manipulation of coordinated tasks by certain formations might
require changes in the above parameters. In our scenario, we split the coordinated
task into two main phases:

– (A) Approaching T starting from an initial setting.
– (B) Achieving a circular formation with radius dtarget with T at the center

to which all robots head towards.

3.2 Switching Parameters Around Target

In phase (A), the priority is given to coordination. In other words, vcoord is dom-
inant in this case so the robots move together. However, vtarget still contributes
to the desired velocity so all robots approach T . To achieve the dominance of
vcoord on vdes , we choose kcoord > ktarget in (3). In this phase, dcoord in (1) is
set to the initially defined value dfar while kcoord is set to the predefined value
kfar. Ri is in this phase as long as di2T ≥ drelax; i.e. Ri is far from T .

If di2T gets lower than drelax, Ri enters phase (B). In this phase, the priority
is given to maintaining the distance dtarget from T . Hence, vtarget is dominant.
To achieve this, we set ktarget > kcoord in (3). In this phase, kcoord is set to the
predefined value knear . To achieve a uniform distribution on the formation circle,
dcoord in (1) should also be changed to a new value, dnear, possibly different from
the initial coordination distance, dfar. It follows from Law of Cosines that for
a uniform distribution of n robots on a circle with radius dtarget, dnear is given
as follows:

dnear = dtarget

√
2(1 − cos(2π/n)) . (4)

When Ri maintains distance dtarget from T and dnear from its closest neigh-
bor, the last maneuver it does is to orient itself towards T , hence complete phase
(B).



426 N. Gulec and M. Unel

The last parameter that affects desired velocities is ktarget in (3) which defines
the dependency of vdes on vtarget . For dominance in both phases to be significant,
we also switch ktarget.

kcoord and ktarget are switched as continuous sigmoid functions of di2T ,
namely:

kcoord = knear +
kfar − knear

1 + exp(μ(drelax − di2T + φ))
, ktarget = 1 − kcoord , (5)

where μ > 0 and φ > 0 are constants and 0 ≤ kcoord ≤ 1. The continuous
switchings of kcoord and ktarget are depicted in Fig. 1.

Similarly, dcoord is defined as kcoord in (5), with knear and kfar replaced by
dnear and dfar, respectively.

3.3 Velocity Update to Avoid Collisions

Collision avoidance is the last factor contributing to the generation of the desired
velocities for the robots. In this paper, we are not considering either any static
obstacles or T as an obstacle because vtarget is dominant in phase (B) and it
keeps the robot at distance dtarget from T .

Our algorithm uses sensory information coming from robots to predict col-
lisions ahead of time. For each Ri, we define a virtual collision prediction re-
gion(VCPR), Ωi, given by a circular arc of radius rcoll and angle θcoll, symmetric
with respect to its velocity as depicted in Fig. 2(a).

Since Rj hits the virtual arc, Ωi, Ri predicts a collision in Fig. 2(b). In this
case, disregarding vdes given by 3, the orientation of Ri is changed according
to the relative velocity of Rj with respect to Ri. The easiest way of avoiding
the predicted collision in this case is to change the orientation of Ri in counter-
clockwise direction until Rj loses contact with Ωi. This would be useful if Rj

were stationary. However, since Rj is moving to the left, it will be hitting Ωi

again just after the predicted collision is avoided. To avoid this occurrence, the
orientation of Ri is changed in clockwise direction, taking the relative velocity of
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(a) (b)

Fig. 2. (a)VCPR, Ωi, for the robot, Ri (b)Ri predicts a collision with Rj

Rj with respect to Ri into account. The orientation of Rj is not changed since
Rj doesn’t predict a collision at the given instant.

4 Simulation Results

Simulations and animations were carried out for the verification of both the
collision avoidance and the coordination algorithms. In the simulations, maxi-
mum linear speed of the robots was set to 1.0m/sec and maximum rotational
speed was set to (π/3)rad/sec. The parameters for Ωi of each Ri were set to be
rcoll = 0.9m and θcoll = (π/2)rad.

4.1 Collision Avoidance Simulations

The simulations were run with vcoord = vtarget = 0 to see the performance of the
collision avoidance algorithm. In both scenarios, the robots start moving with
constant and equal initial speeds and different initial orientations.

In the first scenario, two robots are moving towards each other as seen in
Fig. 3(a). As they approach each other and each robot touches the VCPR of
the other, they both predict a collision. The snapshot of this moment is given in
Fig. 3(b). Since they both carry out collision prediction, they both change their
orientations and the final situation is depicted in Fig. 3(c). The result proves the
success of the algorithm for head-to-head collisions.

In the second scenario, three robots are headed towards each other as given
in Fig. 4(a). At the moment shown in Fig. 4(b), B predicts collisions with both
of the other robots. On the other hand, the others predict collision with one of
its neighbors. In each mutual pair, only the velocity of the robot that predicts
the collision is updated. It was observed that they manage to avoid collisions
and the resulting situation is given in Fig. 4(c).

4.2 Coordinated Motion Simulations

The novel coordinated motion algorithm and the coordinated task explained
throughout the paper was simulated for groups of three, four and five robots.
The following values were used in simulations: klin = 0.5, drelax = 1.3dtarget

in (1); kfar = 0.8, knear = 0.1, μ = 10 and φ = 0.5 in (5).
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Fig. 3. Head-to-Head Collision Avoidance (a)Before (b)Prediction (c)After

A
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(a) (b) (c)

Fig. 4. Three Robots Simultaneous Collision Prediction (a)Before (b)Prediction
(c)After

Three Robots. In the initial setting, the robots are placed on one corner of
the room while T is at the opposite corner. It was observed that they approach
each other and form an equilateral triangle with sides dfar. Once they are close
enough to T , to achieve mutual distances of dnear , and they spread around on
the circle since they should stay on the circle due to vtarget . Finally, the group
achieves the desired formation. Snapshots from this animation are given in Fig. 5.

This result proves that the algorithm suffices to define coordinated motion
and coordinated task manipulation for a group of three autonomous robots.

(a) (b) (c) (d)

Fig. 5. 3 Robots (a)Initial Situation (b)Coordinated Motion (c)Distribution on the
circle (d)Final Situation
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Four Robots. The case with four robots has the initial setting as depicted in
Fig. 6(a). Since coordination is dominant in phase (A), the robots approach each
other, instead of going directly towards T , and form a square with sides dfar

as shown in Fig. 6(b). The result is a circular formation with the robots on the
corners of a square of sides dnear as depicted in Fig. 6(d).

These simulation results prove the validity of the proposed coordination al-
gorithm for a group of four mobile robots.

Five Robots. The given scenario with five robots is shown in Fig. 7(a). They
take the form of a pentagon while going to T as seen in Fig. 7(b). As there are
more robots, the risk of collisions around T increases. As depicted in Fig. 7(c),
some collisions were predicted around the formation circle, but they were suc-
cessfully avoided and the final formation is satisfactory as shown in Fig. 7(d).

(a) (b) (c) (d)

Fig. 6. 4 Robots (a)Initial Situation (b)Coordination Achieved (c)Distribution on the
circle (d)Final Situation

(a) (b) (c) (d)

Fig. 7. 5 Robots (a)Initial Situation (b)Coordination Achieved (c)Collisions Predicted
(d)Final Situation

5 Conclusions

In this paper, we have developed a decentralized coordination algorithm for
a group of wheeled mobile robots by introducing a virtual reference robot, the
linear and angular velocities of which are designed to achieve coordinated motion.
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Possible collisions are predicted by virtual collision prediction regions and the
reference velocities are updated when a collision risk is detected.

Simulation results are promising. Both collision avoidance and coordinated
motion algorithms for groups of 3, 4 and 5 robots are successful in achieving
coordinated motion and coordinated task manipulation. Since the proposed al-
gorithm is modular, the success of the system would not be affected by increasing
the number of robots.

We are working on the physical implementation of the proposed coordination
scheme with two-wheeled mobile robots equipped with vision sensors. We are also
considering to employ visual sensing to develop a knowledge-based scheme for
detecting mobile targets.
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Abstract. Ant Colony System is a new meta heuristics algorithms to
solve hard combinatorial optimization problems. It is a population based
approach that uses exploitation of positive feedback as well as greedy
search. In this paper, we propose a multi colony interaction ant model
that achieves positive·negative interaction through an elite strategy di-
vided by intensification strategy and diversification strategy to improve
the performance of original ACS. Positive interaction makes agents be-
longing to other colony to select the high frequency of the visit of edge,
and negative interaction makes to escape the selection of relevant edge.
And, we compares with original ACS method for the performance. This
multi colony interaction ant model can be applied effectively in occasion
that problem regions are big and complex, parallel processing is available,
and can improve the performance ACS model.

1 Introduction

In this paper, we introduce about Ant Colony System(ACS) that is meta heuris-
tics method to solve optimal solution through an local updating and global up-
dating method that is first proposed by Colorni, Dorigo and Maniezzo to solve
Traveling Salesman Problems(TSP) [1], [2]. And, we suggest a multi colony ant
model that achieve interaction between the colonies to improve the performance
of ACS, through an intensification and diversification strategy. This is method
that ACS colonies which are consists of some agent colonies solve TSP through
an elite strategy.

Proposed a multi colony interaction ant model is consist of several agent
colonies which accomplish independent searching process, and each agent colony
searches the optimal solution through an elite strategy that is divided by positive
interaction by intensification strategy and negative interaction by diversification
strategy. Positive interaction makes agents belonging to other colony to select
the high frequency of the visit of a edge, and negative interaction makes to escape
the selection of relevant edge.

Therefore, in this paper, we apply an elite strategy divided by intensification
strategy and diversification strategy between the colonies to TSP, and compares
with original ACS method for the performance.
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The remainder of the paper is organized as follows. In section2, we introduce
previous the multi colony ant algorithms. Section3 describes new a multi colony
intensification and diversification strategy by an elite strategy. Section 4 presents
experimental results. Finally, Section 5 concludes the paper and describes direc-
tions for future work.

2 Ant Algorithms

2.1 Ant Colony System

Ant Colony System(ACS) algorithm has emerged recently as a relatively novel
meta-heuristic for hard combinatorial optimization problems. It is designed to
simulate the ability of ant colonies to determine shortest path to food [1], [2],
[3], [4], [5].

Informally, ACS works as follows: m agents are initially positioned on n nodes
chosen according to some initialization rule (e.g., randomly). Each agent builds
a tour (i.e., a feasible solution to the TSP) by repeatedly applying a stochastic
greedy rule (the state transition rule). While constructing its tour, an agent
also modifies the amount of pheromone on the visited edges by applying the
local updating rule. Once all agents have terminated their tour, the amount of
pheromone on edges is modified again (by applying the global updating rule).
In the following we will discuss the state transition rule, the local updating rule,
and the global updating rule.

Let k be an agent whose task is to make a tour: visit all the nodes and return
to the starting one. Associated to k there is the list Jk(r) of nodes still to be
visited, where r is the current node. An agent(k) situated in node(r) moves to
node(s) using the follow rule, called pseudo-random proportional action choice
rule(or state transition rule):

s =

{
arg max

u∈Jk(r)

{
[τ(r, u)]δ · [η(r, u)]β

}
, if q ≤ q0 (exploitation)

S , otherwise (exploration)
(1)

Where, τ(r,u) is the amount of pheromone trail on the edge between nodes.
η(r,u) is a heuristic function which is the inverse of the distance between nodes
r and u, β is a parameter which weighs the relative importance of pheromone
trail agents, q is a value chosen randomly with uniform probability in [0,1],
q0(0≤q0≤1) is a parameter, and S is a random variable selected according to the
distribution given by Eq.(2) which gives the probability with which an agent in
node r choose the node s to move to.

pk(r, s) =

⎧⎨
⎩

[τ(r,s)]·[η(r,s)]β∑
u∈Jk(r)

[τ(r,u)]·[η(r,u)]β
, if s ∈ Jk(r)

0 , otherwise

(2)

While building a solution of the TSP, agents visit edges and change their amount
of pheromone trail by applying the following local updating rule:

τ(r, s) ← (1 − ρ) · τ(r, s) + ρ · Δτ(r, s) (3)
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Where, ρ(0<ρ<1) is the pheromone decay parameter. Δτ(r,s)=τ0=(n ∗ Lnn)−1

is the initial pheromone level, where Lnn is the tour length produced by the
nearest neighbor heuristic and n is the number of nodes.

Global updating is performed after all agents have completed their tours.
The pheromone amount is updated by applying the follow global updating rule:

τ(r, s) ← (1 − α) · τ(r, s) + α · Δτ(r, s)

where Δτ(r, s) =
{

(Lgb)−1 , if(r, s) ∈ global best tour
0 , otherwise

(4)

α(0<α<1) is the pheromone decay parameter, and Lgb is the length of the
globally best tour from the beginning of the trail.

2.2 Multi Colony Ant Algorithms

A multi colony ant algorithm is method that solve problem through an ACS
between the colonies special interaction which is consists of some agent colonies
to solve TSP.

Middendorf et al. [6] proposed a parallelization where an information ex-
change between several colonies of ants. They investigated four strategies for
information exchange differing in the degree of coupling that is enforced between
the colonies through this exchange. The four strategies are Exchange of globally
best solution, Circular exchange of locally best solutions, Circular exchange of
migrants and Circular exchange of locally best solutions plus migrants.

Talbi et al. [7] implemented a parallel ant algorithm for a Quadratic Assign-
ment Problem. They used a fine grained master-worker approach, were every
worker holds a single ant that produces one solution. Every worker then sends
its solution to the master. The master computes the new pheromone matrix and
sends it to the worker.

Jong et al. [8] developed an algorithm called Multiple Ant Colony Sys-
tems(MACS) to solve the Busstop Allocation Problem(BAP) consists of a collec-
tion of buslines and each busline consists of a sequence of a sequence of busstops.
This algorithm is based on the workings of the ACS but is developed in such a
way that each busline is represented by a separate ACS. This means that the
pheromone levels of each ACS are updated separately.

Kawamura et al. [9] proposed the Multiple Ant Colonies Algorithm, in which
several ant colonies interact with one another, thus keeping exploration while in-
tensification is accelerated in each colony level. Moreover, two kinds of
pheromone effect, positive and negative pheromone effect, are introduced as the
colony level interaction.

3 Multi Colony Intensification and Diversification
Strategy by an Elite Strategy

3.1 Multi Colony Interconnection Network Structure

In this paper, we suggest a multi colony agent structure that has several multi
agents that accomplish independent searching process by an elite strategy. This
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structure has been by some independent ACS colonies, and interaction achieves
search according to an elite strategy between the colonies.

An elite strategy is divided into intensification strategy and diversification
strategy. Intensification strategy enables to select of good path to use heuristic
information of other agent colony. This makes to select the high frequency of the
visit of an edge by agents through an positive interaction of between the colonies.
Diversification strategy makes to escape selection of the high frequency of the
visit of an edge by agents achieve negative interaction by search information of
other agent colony.

The interconnection network structure by an elite strategy is consisted of
multi colony structure in a multi colony interaction ant model. Figure 1.A dis-
plays Mesh structure, this can be applied effectively in case of problem area
is small(That is, the number of nodes are less than 100). Figure 1.B displays
Double Mesh structure, this can be applied effectively in case of problem area is
complex and more(That is, the number of nodes are more than 100).

In Queen1 group, positive interaction by intensification strategy achieves
between (C1,C5), (C2,C5), (C3,C5), and (C4,C5) colonies and negative inter-
action by diversification strategy is achieved between other colonies. In Queen2
group, positive interaction achieves between (C6,C10), (C7,C10), (C8,C10), and
(C9,C10) colonies and negative interaction is achieved between other colonies.
Here, C5 and C10 are center agent colony(Queen Colony) and other colony are
ergate colonies. And center colonies(C5, C10) achieve exchange of locally best
solution. This means that achieve different duty between each colonies.

C1

C2

C4

C3

C5

C1 C4

C2 C3

C6 C9

C7 C8

C5

Positive Interaction
(Intensification)

Negative Interaction
(Diversification)

(B)Double Mesh Structure

C9C10

Exchange of locally best solution
in Queen Colony

Queen1 Group

Queen2 Group

(A) Mesh Structure

Fig. 1. An elite strategy interaction in a multi colony interconnection network struc-
ture (C5 and C10 are queen colony, others are ergate colony. Solid line express positive
interaction (Intensification) and dotted line express negative interaction (Diversifica-
tion)).
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3.2 Multi Colony Intensification and Diversification Strategy

All colonies independently achieve search each other in a multi colony interaction
ant model. First, examining the action of ergate colonies, agent(k) in colony(l)
uses following Eq.(5) to move to node(u) at node(r).

s =

⎧⎨
⎩arg max

u∈Jl
k(r)

{ [
τ l(r, u)

]δ(l) · [ηl(r, u)
]β(l)

}
, if q ≤ q0(exploitation)

S , otherwise(exploration)
(5)

τ l(r,u) is the amount of pheromone trail on edge E (r,u) between node(r) and
node(u) in colony(l), ηl(r,u) is a heuristic function which is the inverse of the
distance between node(r) and node(u) in colony(l), J l

k(r) associated to k there is
the list of nodes still to be visited, where r is the current node in colony(l). And
δ(l) and β(l) is a parameter which weigh the relative importance of pheromone
trail agents. q is a value chosen randomly with uniform probability in [0,1],
q0(0≤q0≤1) is a parameter, and S is a random variable selected according to
the distribution given by Eq.6 which gives the probability with which an agent
in node(r) choose the node(s) to move to.

pl
k(r, s) =

⎧⎪⎨
⎪⎩

[τ l(r,s)]δ(l)·[ηl(r,s)]β(l)∑
u∈Jl

k
(r)

[τ l(r,u)]δ(l)·[ηl(r,u)]β(l) , if s ∈ J l
k(r)

0 , otherwise

where [τ l(r, s)]δ(l) =

⎧⎪⎪⎨
⎪⎪⎩

M∑
n=1

[τn(r, s)]δ(l,n) , Positive

l∑
n=l−1

[τn(r, s)]δ(l,n) , Negative

⎫⎪⎪⎬
⎪⎪⎭

(6)

Here, balance of exploration and exploitation that use an elite strategy in a multi
colony interaction ant model is very important. Intensification strategy in an elite
strategy is equal with role of exploitation, and diversification strategy is equal
with role of exploration. That is, exploitation selects continually historically good
path, and exploration extends path search by new region.

In a multi colony interaction ant model structure, agent(k) in node(r) of
colony(l) uses Eq.(6) to select next node(s) through an interaction by an elite
strategy with previous colony(l-1 ). This enables various state transition. In case
of positive interaction, we apply positive value to parameter δ(l) that decide
relative importance of pheromone amount according to intensification strategy,
in case of negative interaction, apply negative value to parameter δ(l) according
to diversification strategy. This enables various searching of new region, and also
intensification role for specification edges.

Where M is the total number of colony, δ(l,n) displays degree of interaction
that colony(l) receives from colony(n).

Once, Interaction between the ergate colonies achieves negative interaction
by diversification strategy. In case of negative interaction, it is influenced by
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total of the reciprocal value of negative of the frequency of the visit to relevant
edge in previous colony and the reciprocal value of negative of the frequency of
the visit to relevant edge on present colony. Through this negative interaction,
agents of ergate colonies achieve various searching by new region. And agents of
each colonies achieve local updating that use Eq.(7) and global updating that
use Eq.(8).

And, Interaction between ergate colonies and center colony achieve posi-
tive interaction by intensification strategy. In case of positive interaction, center
colony is influenced by the reciprocal value of positive of the frequency of the
visit of relevant edge from all ergate colonies. Therefore, agents of center colony
select good edge with search result of all ergate colonies, and intensify relevant
edge. This differs with that assign foundation of a degree of interaction by fixing
value [9], we dynamically allocate using the frequency of the visit.

Also, in Double Mesh structure, interaction between center colony(C5) of
Queen1 group and center colony(C10) of Queen2 group select strategy that
global updating about excellent solution, compares local best solution of two
colonies.

While building a solution of the TSP, agents of each colonies visit edges and
change their amount of pheromone trail by applying the following local updating
rule:

τ(r, s)l ← (1 − ρ) · τ l(r, s) + ρ · Δτ l(r, s) (7)

Where, ρ(0<ρ<1) is the pheromone decay parameter. Δτ l(r,s)=τ0=(n ∗Lnn)−1

is the initial pheromone level, where Lnn is the tour length produced by the
nearest neighbor heuristic and n is the number of nodes.

Global updating is performed after all agents have completed their tours.
The pheromone amount is updated by applying the follow global updating rule:

τ l(r, s) ← (1 − α) · τ l(r, s) + α · Δτ l(r, s)

where Δτ l(r, s) =
{

(Ll
gb)

−1 , ifE(r, s) ∈ best of colony l

0 , otherwise
(8)

α(0<α<1) is the pheromone decay parameter, and Ll
gb is the length of the

globally best tour from the beginning of the trail in colony(l).

4 Experiments and Results

We experimented the proposed a multi colony interaction ant model by using
TSPLIB [10] which is a famous TSP example.

The value of used parameters were set to the following:. The number of colony
M was set to 10, β(l)=2, α=ρ=0.1, q0=0.9, δ(l,n)=±(1/the frequency of the visit
of a edge) and τ0=(n ∗Lnn)−1. If the number of nodes are less than 100, we use
Mesh structure. On the other hand, if the number of nodes are more than 100,
we use Double Mesh structure. The number of agent used in each colonies m
was set to 10, the initial position of agents assigned one agent in an each node
at randomly.
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The original ACS and proposed a multi colony interaction ant model in this
paper were tested as comparative experiments with the same parameter setting
as above setting. The termination condition is that a fixed number of cycles or
the value known as the optimum value was found.

Figure 2 is search performance result by size of colony using Eil51 and St70
problem. The Search performance appeared variously according to size of colony
in a multi colony interaction ant model. When the number of iterations are 2000,
colony number(4,1) was seen excellent performance.
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Fig. 2. Experiment result by colony number(using Eil51.tsp and St70.tsp in the
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Figure 3 is search performance result by size of colony using KroA100 and
KroA150 problem. When the number of iterations are 2000, colony number(8,2)
was seen excellent performance. Therefore, colony number decision in a multi
colony interaction ant model gave a lot of influences in search performance.
Here, so that we express two problems in uniformity graph, KroA100 problem
displays original value and KroA150 problem displays 79% value of result.

Table 1 shows the results of the experiments in which original ACS [5], Mid-
dendorf et al. [6] and a multi colony interaction ant model were tested as compar-
ative experiments in Mesh structure. In this table, ”Best Length” and ”Average
Length” represent the shortest tour length and the average tour length after
5000 iterations and 10 trials respectively.

Here, Used City Set(1∼5) are node sets that are consisted of 50 random
coordinate values, and other sets are node set that select in TSPLIB.

Table 2 shows the results of the experiments in which original ACS [5], Mid-
dendorf et al. [6] and a multi colony interaction ant model were tested as com-
parative experiments in Double Mesh structure after 20000 iterations and 10

Table 1. Multi Colony Interaction Ant Model Performance (Experiment in Mesh struc-
ture. ACS by M.Dorigo et al.[5] and Circular exchange of locally best solutions by
Middendorf et al.[6]).

ACS[5] Circular Exch.[6] Multi Colony
Node Average Best Average Best Average Best

length length length length length length
City Set1 47.30 45.42 46.95 43.62 46.12 43.02
City Set2 51.88 48.98 50.14 47.48 49.36 46.32
City Set3 45.19 42.17 45.12 41.87 43.61 41.16
City Set4 49.54 48.46 47.52 45.73 47.63 45.73
City Set5 49.20 47.52 47.31 43.48 46.59 43.09

Eil51 431.82 426.31 429.85 426.73 428.45 426.42
St70 684.35 677.14 682.49 676.47 682.12 675.35

Table 2. Multi Colony Interaction Ant Model Performance (Experiment in Double
Mesh structure.ACS by M.Dorigo et al.[5] and Circular exchange of locally best solu-
tions by Middendorf et al.[6]).

ACS[5] Circular Exch.[6] Multi Colony
Node Optimum Average Best Average Best Average Best

length length length length length length
KroA150 26524 28908.8 27824 28115.3 26857 26891.36 26524
Rat195 2323 2571.63 2461 2497.87 2342 2443.61 2338
Gil262 2378 2636.75 2526 2567.08 2459 2459.82 2415
A280 2579 2892.58 2768 2701.46 2678 2632.17 2602
Pr299 48191 53497.8 51395 50101.3 48913 48419.75 48336
Lin318 42029 46244.4 44837 44749.6 43027 43425.31 42963



440 S. Lee

trials respectively. This result indicates the multi colony interaction ant model
by an elite strategy is effective with better qualities against the original ACS.

Usually, the early convergence of original ACS that do not accomplish var-
ious searching process is fast. But, because of characteristic to search by edge
with good heuristic information as time passes, the convergence of the solution
happens since some improvement of solution.

But, the proposed method achieves various searching in ergate colonies and
intensification process in center colony converges more faster.

5 Conclusion and Future Work

In this paper, we suggested the multi colony interaction ant model by an elite
strategy to improve the performance of original ACS.

The proposed the multi colony interaction ant model is consist of the multi
colony agent structure(Mesh structure and Double Mesh structure) that have
several agent group which accomplish each other independent searching pro-
cess, and searches optimal solution through an elite strategy that is divided by
positive interaction by intensification strategy and negative interaction by diver-
sification strategy between the colonies. This is method that agent colony ex-
changes heuristic information mutually and solves problem, positive interaction
prefers the selection of specification edge by agents belonging to other colony,
and negative interaction makes to escape selection of the edge.

Therefore, this structure offers to agents belonging to other colony good
heuristic information and share searching region each other.

This multi colony interaction model can be applied effectively in occasion
that problem region is big and complex, parallel processing is available, and can
improve the performance ACS model.

Forward, we will need study for new additional factor for balance of intensi-
fication and diversification in the multi colony ant model based on these results.
And we will need study about new standardized network structure except pro-
posed network structure.
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Abstract. A theory of trust for a given system is a set of rules that
describes trust of agents in the system. In a certain logical framework,
the theory is generally established based on the initial trust of agents in
security mechanisms of the system. Such a theory provides a foundation
for reasoning about agent beliefs as well as security properties that the
system may satisfy. However, trust changes dynamically. When agents
lose their trust or gain new trust, the theory established based on the
initial trust of agents must be revised, otherwise it can no longer be used
for any security purpose. This paper proposes a methodology for revising
and managing dynamic theories of trust for agent based systems.

1 Introduction

Trust is an important issue for agent-based systems [1,2]. It influences not only
the specification of security policies but also the techniques needed to manage
and implement security policies for systems.

In a simple trust model proposed in Liu and Ozols [3], it is assumed that
for security consideration initially agents may not trust anyone but the security
mechanisms (as special agents) of a system whose trustworthiness has been ver-
ified based on required evaluation criteria. The initial trust or meta-beliefs of
agents in the system can be encapsulated in a notion of trust and represented
as a set of rules (axioms) in a chosen logical framework. These rules with the
logic together form a theory, called a theory of trust (or a trust theory) for the
system [2]. However, trust changes dynamically. When agents lose their trust or
gain new trust in a dynamic environment, the theory established based on the
initial trust of agents in the system must be revised, otherwise it is no longer
valid. So dynamic theories of trust is an important topic in trust management,
but there are not many papers focusing on it, although some researchers, e.g.,
Jonker and Treur [4] and Liu et al. [5], have been involved in the investigation
of trust changes; Liu et al. give a principle regarding theory revision but do
not discuss how to revise a theory and how to manage the theory in dynamic
environments. The motivation of our work is to provide a formal approach for
obtaining and managing evolving theories of trust for agent-based systems.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 442–451, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Regarding theory revision, generalizations of theory revision have become
known as base change [6,7]. In the view of base changes, revising a theory can
be usually conducted by defining appropriate base change operations. Theories
of trust discussed in this paper can also be regarded as theory bases. Such a
theory is a ”basic set” describing meta-beliefs of agents, and revising a theory
of trust is in fact the revision of the base of the theory. Differing from general
studies of theory revision, we focus on investigating the methods for modelling
trust changes and the formalization of theory changes.

The main contributions of this work include: (1) we provide a method for
modelling the dynamics of trust for agent-based systems; (2) we propose a
methodology for revising theories of trust for agent-based systems; and (3) we
also discuss a framework for managing evolving theories of trust in dynamic en-
vironments. Our methods developed for modelling trust changes, acquiring in-
formation from trust changes to formalize theory changes, and revising a theory
based on trust changes are very general. They could be used for any agent-based
systems where the notion of trust is essential.

In the next section, we give a brief introduction to the logic TML (Typed
Modal Logic) [2], and present a practical theory as an example to show how
to establish a trust theory for a given system. Section 3 presents a method
for modelling trust change. Section 4 proposes a formal approach for revising
theories of trust, and discusses the framework for managing theories of trust in
dynamic environments and degrees of trust. Section 5 concludes the paper with
a discussion about future work.

2 Theories of Trust

We choose the logic TML (Typed Modal Logic) [2] to construct theories of trust
for agent-based systems. TML is an extension of first-order logic with typed
variables and multiple modal operators. In TML, one can express agent beliefs
in a natural way. For example, assume “Alice believes that John believes that
Bob has the key k to open the room B where a document f1 is stored, and she
also believes that John believes that anyone who has the key k may read any
document d stored in that room.” In TML, this assumption can naturally be
formalized by two formulas as follows:

(1) Balice(Bjohn Has(bob, k, roomB) ∧ IsStored(f1, roomB)).
(2) Balice(Bjohn (∀x∀d (Has(x, k, roomB) ∧ IsStored(d, roomB)

→ Mayread(x, d)))).

Here Ba(ϕ) means agent a believes that property ϕ is true. In formula (2)
variable x represents a person ranging over the set of people that includes anyone
in the world, and d represents a document ranging over the set of documents.
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d1

d2

d3 d4Outside (O)
Formal Entrace (E) Corridor (C) Secured Room (R)

Fig. 1. A secured room

From formulas (1) and (2), the following conclusion can be derived: Alice believes
that John believes that Bob may read the document f1, i.e., we have the formula

(3) Balice(Bjohn Mayread(bob, f1)).

From this example, we can see that these expressions regarding agent beliefs and
the reasoning process are very natural and precise. It should be kept in mind
that every variable in TML is typed. (i.e., it ranges over a suitable domain.)

A theory of trust for a given system consists of a set of formulas (rules)
that specify the functions (behaviour) of the security mechanisms. Therefore,
for reasoning about agent beliefs, the key is to obtain such a theory. In the
following, we show how to establish a theory of trust for a given system based
on the logic TML through a simple example.

Example 1. Suppose that there is a secured room of an organization. To enter
the room, anyone who is currently at outside (O) must first pass through the
doors d1 or d2 to get into the formal entrance (E), then pass through the door
d3 to get into the corridor (C), and finally pass through the door d4 to get into
the room (R), as shown in Figure 1. Doors d1, d2, d3, and d4 are controlled by
agents a1, a2, a3 and a4, respectively. The methods of authentication adopted
for d1, d2, d3, and d4 are assumed to be m1, m2, m3, and m4, respectively. Each
agent allows a person pass through the door it controls only if the agent believes
that the identity of the person is authenticated. The security mechanisms of the
system, include the physical security environment (consisting of doors and walls,
denoted by pse) can be represented as H = {a1, a2, a3, a4, m1, m2, m3, m4, pse}.

In order to establish a theory of trust for the system, we now define three
predicates as follows:

• At(x, l, t): x is at the location l at time t, where x represents a person ranging
over the set of agents, l represents a location ranging over {O, E, C, R} and
t represents a point in time ranging over the set of natural numbers.

• RequestsToEnter(x, l): x requests to enter the location l.
• AuthenticatedBy(x, m): the identity of x is authenticated by m, where m

represents the authentication method ranging over {m1, m2, m3, m4}.
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Thus, we can have the following rules that describe the functional (behavioural)
properties of the authentication system. Here x and t are assumed to be univer-
sally quantified over agents and points in time respectively:

(I1) At(x,O, t) ∧ RequestsToEnter(x,E) → (At(x,E, t + 1) ↔
(Ba1AuthenticatedBy(x, m1) ∨ Ba2AuthenticatedBy(x, m2))).

(I2) At(x,E, t) ∧ RequestsToEnter(x,C) →
(At(x,C, t + 1) ↔ Ba3AuthenticatedBy(x, m3)).

(I3) At(x,C, t) ∧ RequestsToEnter(x,R) →
(At(x,R, t + 1) ↔ Ba4AuthenticatedBy(x, m4)).

(I4) At(x,O, t) → At(x,O, t + 1) ∨ At(x,E, t + 1).
(I5) At(x,E, t) → At(x,E, t + 1) ∨ At(x,O, t + 1) ∨ At(x,C, t + 1).
(I6) At(x,C, t) → At(x,C, t + 1) ∨ At(x,E, t + 1) ∨ At(x,R, t + 1).
(I7) At(x,E, t) ∧ At(x,E, t + 1) ∧ At(x,E, t + 2) → At(x,O, t + 3).
(I8) At(x,C, t) ∧ At(x,C, t + 1) ∧ At(x,C, t + 2) → At(x,E, t + 3).

The meanings of these rules are easily understood. For example, the rule I1 says
that, if a person currently requests to enter the location E, then the person is
at location E at the next moment in time if and only if agent a1 believes that
the identity of the person is authenticated by method m1 or agent a2 believes
that the identity of the person is authenticated by method m2. Now we have
established a trust theory T = {I1, I2, I3, I4, I5, I6, I7, I8} for this agent based
system. Based on the theory T, if none of agents believes a person’s identity is
authenticated, then the person can never enter the secured room. The proof can
be done as follows: assume a person x is currently at the location O and requests
to get into the location E, but none of agents a1 and a2 believes the identity
of this person is authenticated by method m1 or method m2, respectively. Then
according to I1, the person x cannot get in location E at the next moment,
furthermore, by I4, x is still at location O.

This example has shown a methodology of establishing a theory of trust for
a given system. This methodology involves the following steps:

1. Analysing the system to identify trusted agents in it, and finding what kind
of trust is involved in the system;

2. Defining appropriate predicates used to express agent beliefs; and
3. Defining rules that describe functions (behaviour) of the trusted agents.

3 Modelling Trust Changes

The theory of trust for a given system is built based on the initial trust of
agents in the security mechanisms of the system. As we mentioned before, trust
changes dynamically. When agents lose their trust or gain new trust in a dynamic
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environment, the theory established based on the initial trust of agents in the
system must be revised, otherwise it is no longer valid. Several major factors that
influence trust of agents include: modifications of the security policy, adopting
new mechanisms instead of the old ones to enforce a policy, accidents occurring
within the system, etc. These factors directly lead to trust changes.

Jonker and Treur [4] call an event that can influence the degree of trust of an
agent a trust-positive experience or a trust-negative experience of the agent. if it
is a trust-positive experience then the agent may gain his trust to some degree;
If the event an agent experiences is a trust-negative experience then the agent
may loose his trust to some degree. The dynamics of trust addressed in [8] is
as “there is a circular relation, and more precisely a positive feedback, between
trust in reciprocal delegation-adoption relations (from commerce to friendship).”

For modelling trust changes, we adopt a different approach. Let Ω be the set
of agents involved in the system (e.g., users, operators, managers etc) and Θ be
the set of binary trust relations over Ω. That is, Θ consists of pairs of agents
such that (x, y) ∈ Θ if and only if x trusts y. We give the formal definition of a
trust state as follows: A trust state of a system, denoted by S, is defined as the
pair S = (Ω, Θ).

Trust changes to a trust state S involve two cases: agents lose their trust in
some agents (security mechanisms) in the current state S, and agents gain new
trust in some agents (e.g., some new security mechanisms are adopted). We view
a trust change to trust state S as consisting of two classes of operations: deleting
a relation (x,y) from S, and adding a relation (x,y) to S. Therefore, we express
a trust change to state S as a pair of sets: one set contains all relations of the
form (x,y) that will be added to state S; and the other set contains all relations
of the form (x,y) that will be deleted from state S. Formally, we say that

• δ = (IN, OUT) is a trust change to state S = (Ω, Θ), if IN and OUT satisfy
the following conditions: (1) OUT ⊆ Θ, and (2) IN ∩ Θ = ∅. IN and OUT
are called the in set and out set of this change, respectively.

For simplifying the discussion, we assume the set of agents Ω is static. Thus,
from state S = (Ω, Θ) and trust change δ = (IN, OUT), we have the new trust
state S′ = (Ω, Θ′), where Θ′ is obtained by the formula

• Θ′ = Θ ∪ IN − OUT

where ‘−’ is the “difference” operation on sets.

4 Theory Revision

In Section 2, we have established a theory T = {I1, I2, I3, I4, I5, I6, I7, I8}, where
each rule describes the functions (behaviour) of one or more agents. e.g., rule
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I1 is related to agents a1, a2, m1, and m2. To emphasize this, we redefine
T = {I1(a1, a2, m1, m2), I2(a3, m3), I3(a4, m4), I4(pse), I5(pse), I6(pse), I7(pse),
I8(pse)}

In general, we assume that a theory T describes trust of agents at the current
trust state S. A trust change, say δ, causes a transition from the current trust
state S to the new trust state S′. In this case, the theory T must be changed
corresponding to the trust change δ. We denote this theory change by σ. Thus,
at the new (or next) trust state S′, we shall have a new theory T′ that describes
the trust of agents at the new state S′.

S S S

T T T

δ δ

σ σ σ

0 1 2

0 1 2

1 2

1 2 3

δ3

Fig. 2. Relationships between trust states, trust changes and theory changes

Thus, there are three questions we need to answer. They are: (1) how to find
the theory change corresponding to a trust change at a given state? (2) how
to express a theory change? (3) how to obtain the new theory from an existing
theory and the theory change to it? We now answer these questions.

For question 1, let H = {x ∈ Ω | there exists a rule r ∈ T, r = r(. . . , x, . . .)}
be the set of trusted agents. Assume δ = (IN, OUT) is a trust change to S, the
corresponding theory change σ to T can be obtained by the following:

• For any x ∈ H, if there exists a pair (y, x) ∈ OUT, indicating that agent x is
no longer trusted by agent y, then we must delete x from H. Thus, if there is
a rule r = r(. . . , x, . . .), then !r is added to σ, and rule r will be retracted
from T. However, at the same time, we may need to add some formulas to
T due to the retraction of r, till there are no conflicts between rules.

• For any agent x, x /∈ H, but (y, x) ∈ IN for all y ∈ Ω, we add x to H, since
this fact means that all agents have trust in x although it does not belong to
H at state S. Thus, there must be some rule (rules) to specify the behaviour
of x. If r = r(. . . , x, . . .) is such a rule, we add ⊕r to σ, then rule r will be
added to T. In this case, similarly, at the same time we may need to retract
some rules due to the addition of r, till there are no conflicts between rules.

With the method described above, we can obtain the theory change to a theory
from a trust change to the trust state at which the theory holds.

Now, we discuss the question of how to express a theory change. A theory
change to a given theory T can be viewed as consisting of two types of activities:
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adding a formula to, and retracting a formula from, T. Therefore, we define a
theory change as a sequence of formulas with the sign ⊕ or !, where signs ⊕
and ! are regarded as the operations “addition” and “retraction”, respectively.
Formally, we say that σ = 〈∗1ϕ1, . . . , ∗nϕn〉 is a theory change to a given theory
T, where each ∗i is ⊕ or !, ϕ1, . . . , ϕn are formulas, and if ∗i is ! then ϕi must
belong to T, if ∗i is ⊕ then ϕi must not be in T.

In theory revision, given a theory T and a formula ϕ, we say that T′ adds
the formula ϕ to T, written T′ = T ⊕ ϕ, iff T �" ϕ and T′ " ϕ; and T′ retracts
the formula ϕ from T, written T′ = T ! ϕ, iff T " ϕ and T′ �" ϕ.

Finally, let σ = 〈∗1ϕ1, . . . , ∗nϕn〉 be a theory change to the given theory T.
Then, the new theory can be obtained by T′ = T ∗1 ϕ1 ∗2 ϕ2, . . . ∗n ϕn. For
example, suppose that T = {p ∨ q → r, r → s} and σ = 〈⊕p, ! (r → s), ⊕ s〉,
then the new theory T′ = T ⊕ p ! (r → s) ⊕ s.

For obtaining a new theory, we adopt the techniques applied for minimizing
belief change, proposed by Schulte [7]. These techniques can be summarized as
follows:

• T ⊕ ϕ: the revision of T by adding formula ϕ can proceed in two steps: first
remove from T all formulas inconsistent with ϕ to obtain a theory T′; then
add ϕ to T′.

• T ! ϕ: the revision of T by retracting formula ϕ can proceed in this way:
take out the formula from T to get T′ such that T′ �" ϕ and T′ is exactly
the subset of T that cannot be expanded without entailing ϕ.

The following example shows how to obtain an evolving theory of trust based
on the analysis of the dynamics of trust.

Example 2. Recall the example theory given in Section 2. We have the trust
theory T = {I1, I2, I3, I4, I5, I6, I7, I8}. Let T0 = T and the initial trust state be
S0. Then T0 is the theory that specifies trust of agents in the set of security
mechanisms H0 = {a1, a2, a3, a4, m1, m2, m3, m4, pse} at the trust state S0.

Assume it is found that the authentication method m2 is not reliable, so the
organization replaces it by m1. Thus, m2 is deleted from H0, and we therefore
have a theory change σ = 〈!I1〉. But, after retracting I1 from T0, we have to
add the following formula to it.

(I9) At(x,O, t) ∧ RequestsToEnter(x,E) → (At(x,E, t + 1) ↔
(Ba1AuthenticatedBy(x, m1) ∨ Ba2AuthenticatedBy(x, m1))).

Therefore, we have the new theory T1 = {I2, I3, I4, I5, I6, I7, I8, I9}, and T1 is
based on the new trust state S1, where H1 = {a1, a2, a3, a4, m1, m3, m4, pse}.

The second revision of this theory is made when the organization changes the
security policy to let people freely enter the formal entrance. Due to this change,
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a1, a2, and m1 are no longer part of the security mechanisms for the authentica-
tion system. Thus, a1, a2, and m1 will be deleted from H1. Therefore at the new
trust state, the set of mechanisms that agents trust is H2 = {a3, a4, m3, m4, pse}.
We also have to note that the function of the agent pse changes a bit since the
new location E consists of old locations O and E. Corresponding to this trust
change, there is a need to retract rules I9, I4 and I7 from T1 and to add a new
rule as follows to T1:

(I10) At(x,E, t) → At(x,E, t + 1) ∨ At(x,C, t + 1).

Therefore we have the theory change σ = 〈!I9,!I4,!I7,⊕I10〉, and the new
theory T2 = T1!I9!I4!I7⊕I10. Noting that before adding I10 to T1, we need to
retract I5 from it. Thus, we finally obtain the new theory T2 = {I2, I3, I6, I8, I10}.

Furthermore, the organization notes that there is a problem with door d4

(assuming that agent a4 is a card reader): one who does not have a valid card
may enter the secured room when the door d4 is open for others. For preventing
this, the organization decides to add a new security mechanism to check whether
the corridor is empty before letting a person pass through door d3. We assume
that agent a5 will play this role. At this time, a5 is added to H2, and we have a
theory change σ = 〈⊕I11〉, where I11 is as follows:

(I11) At(x,E, t) ∧ RequestsToEnter(x,C) → (At(x,C, t + 1) ↔
(Ba5Empty(C, t) ∧ Ba3AuthenticatedBy(x, m3))).

For adding I11 to T2, we have to retract rule I2 from T2. Therefore, we obtain
the new theory T3 = {I3, I6, I8, I10, I11}, which is based on the new trust state
S3 where H3 = {a3, a4, a5, m3, m4, pse}.

From the above discussion, our framework for managing a theory of trust can
be formulated as follows: Let T be a theory of trust based on a trust state S,
where H is the set of trusted agents. It is obvious that H should contain all those
agents who have at least one formula in T related to them. Thus, if there are
no trust changes to the trust state S, then there is no need to revise the theory
T. If there is a trust change δ to S, the revision process must be performed as
follows:
1. Based on the trust change δ, identify those agents who belong to H but are

no longer trusted by one or more agents, and those agents who are not in H
but trust all agents in H and are trusted by all agents.

2. Compute the theory change σ that corresponds to the trust change δ.
3. Obtain the new theory T′ from T and σ by using revision operations.

Since systems change and evolve, there is a need to monitor trust relation-
ships, to determine whether the criteria (policy) on which they are based still
apply and whether the security mechanisms can still satisfy security require-
ments.
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The proposed methodology for revising and analysing theories of trust is
based on a binary valued trust relation model, which has only two trust values or
two different trust degrees, 1 (trust) or 0 (no trust). The advantage of using this
model is that we do not need to assign or compute a value for each trust relation,
so that theory revision can be easily handled. However, in some applications,
we need to consider other models, for which trust degrees can be any number
between 0 and 1. With the consideration of trust degrees, here we outline the
general idea as follows: given a system, we redefine the trust relation of a trust
state S = (Ω, Θ) by defining Θ = {(x, y, g) | x, y ∈ Ω ∧ 0 ≤ g ≤ 1}, where Ω is
the set of agents involved in the system, g is the trust degree, (x, y, g) is read as
“x trusts y at the rate g”, and if (x, y, g) ∈ Θ and (x, y, g′) ∈ Θ, then g = g′.

For a given system, a number t (0 ≤ t ≤ 1) is chosen as the trust threshold
based on its security requirements. Then, we partition Θ into two sets, Θu =
{(x, y, g) | x, y ∈ Ω ∧ t ≤ g ≤ 1} and Θl = {(x, y, g) | x, y ∈ Ω ∧ 0 ≤ g ≤ t}. It
is obvious that Θ = Θu ∪ Θl and Θu ∩ Θl = ∅. Thus, for any x, y ∈ Ω, there is
a unique g, such that (x, y, g) is ∈ Θu or ∈ Θl. The trust theory at the state S
describes trust of agents in those agents who belong to the set H = {y |(x, y, g) ∈
Θu for all x ∈ Ω}; we called H the trusted agent set at the trust state S.

As in the binary valued trust relation model, we model trust changes and find
theory changes corresponding to trust changes. The new theory can be obtained
in the same way as it is proposed for the binary valued trust model. With this
new model, we need to employ some new methods and techniques, such as the
trust evolution and update functions in [4] for timely updating trust of agents.

5 Concluding Remarks

We have proposed a formal approach to revising a theory of trust, which includes
a technique for modelling trust changes, a method for computing the new trust
state from an old one and its changes, a method to express theory changes, and
a technique for obtaining a new theory based on given trust changes. Like in
Blaze’s work [9], we focus on the system trust rather than interpersonal trust.
Our approach is very general, and all these methods and techniques could be
used in the management of trust theories for agent-based systems where the
notion of trust is essential.

Revising a theory of trust is in fact the revision of the base of the theory.
Therefore, many existing methods and techniques for belief revision [10,6,7] are
helpful for revising theories of trust. In the future, we may further investigate
a variety of belief revision techniques that can be applied for revision of trust
theories. Also, an evolving theory can be applied to the analysis of temporal
security properties that a system may satisfy in dynamic environments. How to



Managing Theories of Trust in Agent Based Systems 451

express and analyse such kind of security properties with evolving theories would
be considered in the future work.
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Abstact. In this paper, we introduce a semantically enriched capability 
matching model for agent services. Our vision is to integrate both agent and 
semantic web services and provide the interoperability of agents under the 
semantic web extension. In multi agent system architectures, there is a specific 
agent or service called directory facilitator which is responsible to keep 
knowledge about the services given by the agents within the system. Other 
agents query in directory facilitator to identify agents that provide the required 
services. Hence, automated service discovery in multi agent systems is a critical 
issue. Here, we propose a matching engine architecture in which capabilities of 
agent services are handled semantically and it replies agent service requests 
with most suitable service advertisements. The paper includes formal basics and 
design details of this engine and also discusses its implementation with a proper 
case study. 

1   Introduction 

Semantic Web [2] evolution has doubtlessly brought a new vision into agent research. 
This Second Generation Web aims to improve WWW (World Wide Web) such that 
web page contents are interpreted by using ontologies. It is apparent that the 
interpretation in question will be realized by autonomous computational entities –so 
agents- to handle semantic content on behalf of their human users. 

Semantic Web vision obviously effects the current mainstream research directions 
in agent technologies [16] especially considering agent modeling, multi agent system 
(MAS) architectures and MAS methodologies. 

Various studies on semantic web and agent systems integration have already 
produced new artifacts like new agent systems, agent development frameworks, etc. 
For example, in [3] a smart meeting room system is introduced in which agents 
provide relevant services and information to the meeting participants based on their 
contexts. Another system offers access to information about activities such as talks or 
seminars [6]. This system uses DAML+OIL (DARPA Agent Markup Language + 
Ontology Inference Layer) [4] for knowledge representation and lets agents to retrieve 
and manipulate information stored in a proper knowledge base. 

Those above mentioned systems use multi agent development frameworks like 
Jackal [5] and Jade [1] in their underlying infrastructure. However those frameworks 
do not have a built-in support for semantic web and system developers encounter 



 Applying Semantic Capability Matching into Directory Service Structures 453 

 

difficulties in supporting basic semantic web functionalities such as automated 
discovery and dynamic invocation of agent services. 

We believe that semantic web enabled multi agent systems can only be developed 
by using frameworks which will internally support basic semantic web functionalities 
and facilitate integration of semantic web and agents. We introduced such a 
framework in [7] and called it SEAGENT. SEAGENT is FIPA-compatible [8] and it 
looks like other existing agent development frameworks such as DECAF [10] and 
JADE [1]. However it includes several built-in features that the existing agent 
frameworks and platforms do not have.  

Agents created using SEAGENT can handle their internal knowledge base using 
semantic web standards. Directory facilitator of SEAGENT is implemented in a way 
that it supports semantic matching of the agent capabilities. 

In this paper, we introduce design basics and give implementation details of 
SEAGENT’s semantic matching engine which will improve directory services in 
multi agent systems. We believe that agent platforms developed with SEAGENT will 
have more powerful yellow page services and easily realize semantic capability 
matching on agent services which will be a must in future’s semantically enriched 
environments. 

The rest of the paper is organized as follows: Section 2 gives our motivation and 
idea behind semantically enriched MAS directory services. This section also exposes 
our capability matching model and formal basics of the developed semantic matching 
engine. Section 3 explains the internal architecture and software design of the 
matching engine. A case study on proposed semantic capability matching is discussed 
in Section 4. Section 5 includes the conclusion and future work. 

2   Semantic Matching for MAS Directory Services 

Members of a multi agent platform need services offered by other members during 
execution of their plans and doing the jobs on behalf of their users. So, they inevitably 
look for those requested services in a predefined service registry. No matter it is 
FIPA-compliant [8] or not, a MAS owns one or more registries which provides 
yellow page services for system’s agents to look for proper agent services. Of course 
registries mentioned above are not simple structures and mostly implemented as 
directory services and served by some platform specific agents. For example there is a 
mandatory agent called directory facilitator (DF) in FIPA abstract architecture 
specification on which agent services are registered. When an agent looks for a 
specific agent service, it gathers supplier data (agent’s name, address, etc.) of the 
service from the DF and then it begins to communicate with this service provider 
agent to complete its task. 

Matchmaking could be defined as the process of verifying whether a capability 
specification “matches” the specification of a request (e.g. a task to be solved) [9]. 
Two specifications “match” if their specifications verify some matching relation, 
where the matching relation is defined according to some criteria (e.g. a capability 
being able to solve a task). This matching may consider semantic relation(s) between 
these two specifications (advertised and requested). Therefore, in case of agent 
service discovery, we should define semantic matching criteria of service capabilities 
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and design registration mechanisms (directory services) of agent service 
specifications according to those criteria. That makes matching of requested and 
advertised services more efficient by not only taking into consideration of identical 
service matching: New capability matching will determine type and degree of relation 
between two services (requested and advertised) semantically. 

Capability matching of services is not a new idea and several studies exist in 
literature, proposing algorithms especially for discovery of semantic web services. 
For example studies in [12] and [14] introduce a capability matching on semantic web 
services which are modeled in DAML-S (DAML Services) [15]. Service profiles of 
both requested and advertised services are processed and a match between these 
profiles is determined when the advertised service could be used in place of the 
requested service. 

On the other hand, [9] aims extending matchmaking on MAS environments in 
order to maximize the reuse of capabilities and tasks over new domains. To achieve 
this goal, the use of a knowledge modeling framework as the basis of an agent 
capability description language is proposed.  

However, according to our vision; new generation multi agent environments will 
be semantically enriched by all means of agent interactions. These environments will 
be open to semantic web services in addition to existing agent services. Depending of 
its kind and needs, a service may be implemented as stand-alone (semantic web 
services) or an autonomous structure (an agent) as traditionally serves it. An agent 
may use a semantic web service and/or a service provided by another agent during its 
plan execution. So, middle agents of such platforms should realize matching on all 
those kind of services. At this point of view; our proposal on capability matching of 
services differentiates from the others mentioned above. We also take this 
semantically improved MAS vision into automated composition and interaction of 
services as proposed in [7] but those issues are beyond the scope of this paper. 

Before discussing capabilities of the proposed semantic matching engine, it is 
worth for giving the formal basics of the match process in question: 

Let; 
O be an ontology defined using an ontology language (such as OWL [13]) and 
C1 and C2 are classes (concepts) defined in O. 

Definition 1: For all CX  ∈ O; C1 is a direct subclass of C2 if: 
(CX ≠ C1) ∧ 
(CX ≠ C2) ∧ 
((CX ⊃ C1) ∧ (CX ⊂ C2))  CX = ∅ 

Definition 2: C1 is a distant subclass of C2 if: 
(C2 ⊃ C1) and C1 is not direct subclass of C2 

Definition 3: DoM(C1, C2) is a degree of match function which determines semantic 
match degree between concepts C1 and C2 such that: 

DoM(C1 , C2) = exact if C1 is a direct subclass of C2 or C1 = C2 
DoM(C1 , C2) = plug-in if C1 is a distant subclass of C2 
DoM(C1 , C2) = subsumes if C2 is a direct or distant subclass of C1 
DoM(C1 , C2) = fail otherwise 
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We have used those relation and function definitions to design and implement the 
capability matching engine which works on agent services. In addition to other 
properties, an agent’s service has a type which is a concept (or class) predefined in a 
domain ontology. Matching engine of the agent platform takes the above defined 
relations into account and determines the suitability of the advertised agent services 
with the requested one. 

3   Seagent Matching Engine 

We designed and implemented a capability matching engine for multi agent platforms 
in which directory services are semantically enriched. This matching engine -called 
Seagent Matching Engine- receives service requests and matches “semantically right” 
agent services with given service requests. 

The engine stores agent service definitions in a database. Actually this database is 
an ontology model of the agent services in which agent service ontology individuals 
are included. Each agent service that is registered to the directory facilitator is also 
represented in this ontology with an individual. The matching engine uses those 
individuals and compares them with given service requests semantically.  

The fact that a reasoning mechanism is needed to find out conceptual relations 
between individuals, a simple reasoner called Ontolog is developed within the engine. 
In our implementations, Ontolog is used by the matching engines to determine how 
the given two ontology concepts are related to each other and obtain the degree of the 
relationship if it exists. To perform its operations, Ontolog uses domain ontologies 
which may be web or locally enabled. 

We implemented above proposed matching engine as a software package which 
can be used by directory service providers of any multi agent system (FIPA-compliant 
or not) to enhance their yellow page services with semantic capability matching.  
Fig. 1 shows the object model of the developed engine software. 

DescriptionDB class is the database component of the software in which agent 
service descriptions are stored in an ontology model. For example, by using OWL we  
 

 

Fig. 1. Object model of the Seagent matching engine 
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Fig. 2. A fragment of tourism ontology 

prepare an Agent Management Ontology in proper to FIPA Agent Management 
Specification (AMS) [8] so that the database stores directory facilitator agent 
descriptions as individuals. Each individual also includes its service description with a 
service type. Service types come from a predefined service ontology so that the 
engine can perform capability matching on requested and advertised services. Sample 
service ontology for a tourism domain is given in Fig. 2. 

Ontolog is the generic interface that represents the above mentioned primitive 
reasoner of the matching engine. We implemented this engine component’s various 
implementations in our studies and those were formerly dealing with DAML 
ontologies. The new version called OwlOntolog has been designed to process on 
OWL ontologies. It parses OWL documents and finds ontology concept distances. 

Basically, OwlOntolog gives the superclass distance of the two ontology class with 
given URIs by determining “subClassOf” relations on the ontology. Consider the 
simple ontology class tree given in Fig. 2. Nodes of the ontology tree are service types 
of agents serving in a simple tourism domain. According to the ontology model, 
OwlOntolog finds superclass distances as -1, 0, 1 and 2 in (SeaTourism, 
HealthTourism), (SeaTourism, SeaTourism), (SeaTourism, SummerTourism), 
(SeaTourism, Tourism) ontology class pairs respectively. In case of a multiple 
inheritance, there will be different paths from a subclass to its superclass(es). At this 
condition OwlOntolog returns the shortest distance as a result of performing a depth-
first search on the ontology tree. 

Calculated ontology class distances are cached as instances in OwlOntolog to 
optimize performance. When the same distance query is received multiple times, they 
are all responded (excluding the first one) via ontolog’s cache. 

SeagentMatcher class is the core and the most important component of the engine 
which manages and uses both reasoner and description database(s). MAS directory 
facilitators redirects platform agent’s service lookups to the SeagentMatcher. The 
SeagentMatcher uses its reasoner (OWLOntolog) and agent service description 
database to perform capability matching. Our design of the matcher gave us the 
flexibility of matching procedure such that it is completely independent of the 
number, type and ontology hierarchy of parameter(s) being used in the capability 
matching. For example a capability matching request may be only on agent service 
types and it includes simple semantic matching on services. On the other hand another 
request may not include a semantic match and it needs only the services supplied 
from a specific agent or agent group.  More complicated agent service request 
involves both capability matching on service types and non-semantic request criteria 
like name of the supplier agent or service, agent’s address, resolvers, etc.  
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The proposed engine meets all the requirements given above and enriches lookup 
services by providing matching for any level of match complexity. During its 
execution, it first performs an RDF (Resource Description Framework) query on 
individuals of the database model by RDQL (RDF Data Query Language) [11] 
filtering to find out proper individuals according to the given non-semantic 
parameters. Then the engine realizes a semantic capability matching on those filtered 
individuals and determines the result set of the match request. Such a filtering 
mechanism both supplies the management of complicated match requests and 
improves the performance by reducing number of database members to be processed 
by the reasoner. Of course the above pre-filtering will not be performed in a case of 
request in which only semantic match on database members is needed. 

Each match request is encapsulated by a SeagentMatchRequest object which is 
given to matching engine to be processed on. A SeagentMatchRequest stores a match 
request in RDF triples. Sentences belong to semantic and non-semantic queries are 
given as form of RDF triples and those triples are stored in proper collections in the 
object. The request object also includes the desired match degree of the requester. 

SeagentMatcher determines the semantic match degree between the requested and 
advertised service descriptions by calling appropriate OwlOntolog’s method with 
service types of those descriptions. Calculated ontology class distance will be 
evaluated in the SeagentMatcher as follows: 

If distance = 0 or distance = 1 then EXACT match is determined 
If distance > 1 then PLUGIN match is determined 
If distance < 0 then look for a reverse distance calculation          
  (call finder with parameters in reverse order)  
  If reverse_distance > 0 then SUBSUMES match is determined 
  Else FAIL in match is determined  

Each match result is encapsulated in a SeagentMatchResult including its degree of 
match. In software design, each match result implements a programming language 
specific “Comparable” interface to be easily and quickly sorted so agent service 
requester can retrieve service descriptions in order - from semantically most exact to 
least one. 

Due to its proper API (Application Program Interface) design, use of the above 
given matching engine inside Java based multi agent development frameworks is so 
easy. One such implementation has been tested on SEAGENT [7] and will be 
discussed later. However it should be noted that integration of the engine to the 
directory service(s) is an important issue and it needs an appropriate communication 
mechanism to realize semantic service discovery. Directory structures –e.g. directory 
facilitators in FIPA-compliant MASs- retrieve service discovery requests of the agents 
in MAS platform specific language structures –such as ACL (Agent Communication 
Language) in FIPA MASs- and so, those requests should be pre-processed and 
transformed into the language of the semantic matching engine. In our design, the 
semantically enriched directory facilitator parses ACL content of an incoming service 
discovery request and prepares the appropriate semantic matching engine input 
(SeagentMatchRequest). After its execution, the engine outputs the matchmaking 
results in a predefined collection (SeagentMatchResults). Finally the directory 
facilitator puts those results into the outgoing ACL reply message and sends this 
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message back to the requester agent. All those message conversions are performed 
inside the directory facilitator’s communication module. During those message 
conversions, the module uses ontology mappings of the domain to generate OWL 
representations of the service requests and results to be used in message contents. 

4   A Case Study on Semantic Capability Matching 

To give ideas in a more concrete way, a case study on the proposed semantic 
capability matching is discussed in this section. We have tested the matching engine 
on a MAS that is developed by using SEAGENT [7] framework. The agent 
environment is about “Tourism” domain in which customer agents try to reserve hotel 
rooms on behalf of their users while some other agents are offering hotel services for 
those ones. For our simple scenario, four agents were created using SEAGENT 
framework and these agents registered their services to the semantically enriched 
directory facilitator (DF) of the system. For each service advertisement; the servicing 
agent’s name and service type is given in Table 1. 

Table 1. Four agent services registered into the directory facilitator 

DFAgentDescription Agent’s Name Service Type (from Tourism.owl) 
D1 health@agents.com HealthTourism 
D2 summer@agents.com SummerTourism 
D3 sea@agents.com SeaTourism 
D4 tourism@agents.com SummerTourism 

Service type of each description is a concept defined in the domain ontology given 
in Fig. 2. Actually, service database of the DF is also an ontology model in which 
each agent service is represented with an individual. For example the DF description 
for the service offered by the agent called “health@agents.com” has a description on 
the model as follows (xml namespace definitions for RDF and OWL are omitted due 
to space limitations): 
 
<rdf:RDF xmlns:j.0="http://.../~aegeants/ont/fipa-agent-management.owl#"> 
  <rdf:Description rdf:nodeID="D1"> 
     <rdf:type rdf:resource="fipa-agent-management.owl#DFAgentDescription"/> 
     <j.0:name rdf:nodeID="A1"/>          <j.0:service rdf:nodeID="S1"/> 
  </rdf:Description> 
  <rdf:Description rdf:nodeID="A1"> 
     <rdf:type rdf:resource="fipa-agent-management.owl#AgentIdentifier"/> 
     <j.0:name>health@aegeants.com</j.0:name> 
     <j.0:addresses rdf:nodeID=" "/>          <j.0:resolvers rdf:nodeID=" "/>   
   </rdf:Description> 
   <rdf:Description rdf:nodeID="S1"> 
      <rdf:type rdf:resource=" fipa-agent-management.owl#ServiceDescription"/> 
      <j.0:name>Health Tourism</j.0:name> 
      <j.0:type>http://.../~aegeants/ont/Tourism.owl#HealthTourism</j.0:type> 
    </rdf:Description>          </rdf:RDF> 
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“fipa-agent-management.owl” is an ontology that involves the concepts given in FIPA 
AMS [8]. It makes the DF descriptions fully compliant with FIPA specifications. 
Service types of the descriptions come from the “Tourism” domain ontology. 

Then we developed a customer agent which has a simple plan looking for a hotel 
with “SummerTourism” service. However, in addition to exactly matched agent 
services, it requests other services semantically related with this type. Here is the 
OWL representation of the request parsed by the communication module and 
transmitted in a SeagentMatchRequest object to the engine (again namespace 
definitions are omitted): 
 
<rdf:RDF xmlns:j.0="http://.../~aegeants/ont/seagent-match-ontology.owl#"> 
  <rdf:Description rdf:nodeID="R1"> 
    <rdf:type rdf:resource="seagent-match-ontology.owl#MatchRequest"/> 
    <j.0:hasQuery rdf:nodeID="Q1"/> 
    <j.0:hasSemanticMatch rdf:nodeID="S1"/> 
    <j.0:hasPremise rdf:nodeID="P1"/>          <j.0:hasPremise rdf:nodeID="P2"/> 
    <j.0:mustBindVariable>?x</j.0:mustBindVariable> 
    <j.0:matchDegree>1</j.0:matchDegree> 
  </rdf:Description> 
  <rdf:Description rdf:nodeID="P1"> 
    <rdf:type rdf:resource="seagent-match-ontology.owl#Premise"/> 
    <j.0:subject>?s</j.0:subject> 
    <j.0:object>fipa-agent-management.owl#ServiceDescription</j.0:object> 
    <j.0:predicate>http://www.w3.org/1999/02/22-rdf-syntax-ns#type</j.0:predicate> 
  </rdf:Description> 
  <rdf:Description rdf:nodeID="P2"> 
    <rdf:type rdf:resource="seagent-match-ontology.owl#Premise"/> 
    <j.0:subject>?x</j.0:subject> 
    <j.0:object>fipa-agent-management.owl#DFAgentDescription</j.0:object> 
    <j.0:predicate>http://www.w3.org/1999/02/22-rdf-syntax-ns#type</j.0:predicate> 
  </rdf:Description> 
  <rdf:Description rdf:nodeID="Q1"> 
    <rdf:type rdf:resource="seagent-match-ontology.owl#Query"/> 
    <j.0:subject>?x</j.0:subject>          <j.0:object>?s</j.0:object> 
    <j.0:predicate>fipa-agent-management.owl#service</j.0:predicate> 
  </rdf:Description> 
  <rdf:Description rdf:nodeID="S1"> 
    <rdf:type rdf:resource="seagent-match-ontology.owl#SemanticMatch"/> 
    <j.0:subject>?s</j.0:subject> 
    <j.0:object>Tourism.owl#SummerTourism</j.0:object> 
    <j.0:predicate>fipa-agent-management.owl#type</j.0:predicate> 
  </rdf:Description>   </rdf:RDF> 
 
Service discovery request is obviously an individual of the “seagent-match-
ontology.owl” with the type of “MatchRequest”. It both contains semantic matching 
and filtering query parameters which are given in RDF triple format. “Premise” 
properties of a request list RDF type of query variables while “Query” properties 
define relations between those variables. They may also include non-semantic query 
sentences those to be used in RDQL query. Every “SemanticMatch” property of the 
request defines a semantic query. “mustBindVariable” and “matchDegree” gives 
return type and desired match degree of the request respectively. Above “Premise” 
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and “Query” descriptions tell that “?s” is a “ServiceDescription” and “?x” is a 
“DFDescription” and “?s” is a service of “?x”. Finally, “SemanticMatch” property 
says that the request need a semantic query on type of the “?s”: Find advertised agent 
services (ServiceDescriptions) whose types has a semantic relation with the type 
“SummerTourism”. Match results will be of type “?x” (so DFDescription) and desired 
match degree is 1 (so SUBSUMES). 

We examined that when the matching engine received this request; it first 
performed an RDQL query on the advertised agent services and filtered them 
according to the non-semantic parameters. Then, it used its reasoner (OWLOntolog) 
to determine semantic relationship between the given request and recently filtered 
service advertisements. The requester agent had asked for the services those have at 
least a “subsumes” relationship between the given request service type 
(“SummerTourism” in case). So, the engine matched the service descriptions D2, D3 
and D4 with the given request as we expected and it sorted the match results starting 
from the most exact one(s) in the following order: D2, D4, D3 with EXACT, EXACT 
and SUBSUMES match degrees respectively. Each match result was returned to the 
communication module in a SeagentMatchResult object. According to our design, the 
DF used OWL representations of those results to put them into the ongoing ACL 
message and sent this result message to the requester agent. Then, the customer agent 
parsed the content and de-serialized each result object to proceed on its task. During 
this de-serialization it used “seagent-match-ontology.owl” to have an idea on 
ontology concepts those describes each match result due to match results are also 
semantically defined in the seagent-match-ontology likewise match requests. After 
all, the customer agent successfully retrieved appropriate services and it was ready to 
communicate agents offering those matched services.  

5   Conclusion 

Capability matching on agent services is a big challenge especially taking into 
consideration of future’s semantic web enabled multi agent platforms. The main 
contribution of this study is to present a working model for semantic service matching 
on multi agent systems by indicating requirements to deal with that challenge. It 
introduces basics and design details of a semantic matching engine which is fully 
operational on MASs. Its integration into directory service structures is discussed with 
a working example given in this paper. 

The engine is currently in use. However, we believe that it needs improvements on 
its capabilities taking into account of near future’s platform requirements. Currently 
we are working on the Ontolog component of the engine and trying to enhance its 
reasoning system by adding support for extra ontology class relations such as 
“intersection” and “union”. So, matching engine will be able to response more 
complex service discovery requirements (e.g. identifying composite agent services 
that owns two or more semantic types). 

Our future work is to bring an abstraction to inner software design of the engine 
via a container mechanism such that it permits use of other semantic web tools in 
addition to (or in place of) Jena [11]. So, changes in these tools will not affect the core 
structure and it will need no or less modification on matching software. 
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Abstract. In this paper we present a self-organizing system of agents
able to move agents over the hosts to offer their services with an increase
of the access speed, and decrease of the network traffic. We refer to a
service layer represented by the agents, and a network layer of hosts and
routers. We use a formal coordination model defining how agents interact
and how their interactions can be controlled. This includes dynamic cre-
ation and destruction of agents, control of communication flows among
agents, control of spatial distribution of agents, as well as synchronization
of actions over time. We use various distances and topological relations
in order to explain our self-organizing mechanism. We provide a good
approximation of stability depending only on the moment of the first
requests of agents by hosts. Finally we provide a visualization of the
services evolution using Kohonen self-organizing maps, and presenting a
service clustering structure.

1 Introduction

An important issue in a distributed systems is to locate the required resources
such that the global performance of the system can be improved. In this paper
we present a self-organizing system of agents able to modify their locations
on network hosts in order to offer their services in a better way. We refer to
a network layer of hosts and routers, and a service layer represented by the
agent system. According to [8], our agents interoperate with each other, and
an external observer could consider the whole community a structured agent
offering multiple services. From a software engineering point of view, an agent
can be defined as a process able to interoperate with other processes running on
the same, or on a separate machine [5]. Clever relocations of services on hosts
increase the access speed, and decrease the network traffic. A similar form of
self-organization appears in society, particularly in business. It is easy to imagine
a commercial company having a strategy of location/relocation of its shops or
offices based on the balance between supply and demand. Such a market-oriented
strategy provides a self-organization structure of the whole system. We get a
form of self-organization achieved by the arrangement of parts of a system in a
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coordinated way. We use a coordination model defining how agents interact and
how their interactions can be controlled. This includes dynamic creation and
destruction of agents, control of communication flows among agents, control of
spatial distribution of agents, as well as synchronization of actions over time.
Communication among the agents is governed by a coordinator process able to
establish the propagation of events, dynamic (re)configurations, creation and
activation of various processes. Coordination rules define the actions between
the agents and coordination media (locations, channels).

We formalize the notions used in this paper (hosts, routers, network manager,
agents, agent manager, service, requests, answers), and use various distances
and topological relations in order to explain our self-organizing distribution of
services over network hosts. The topological results are based on general notions
presented in any textbook, for instance [4]. A certain metric is used in studying
the difficult problem of stability for an agent system, namely of placing the
agents in an optimal way on the hosts such that they respond promptly to
the requests. We define a weak form of stability, and we give a condition for
this stability. Finally we provide a visualization of the services evolution using
Kohonen self-organizing maps [6], presenting the dynamics of service clustering
process.

2 Network Layer

The activities of agents take place in an environment provided by a network of
hosts and routers, working under a specific routing protocol.

We consider a network, and a set H of connected hosts (at a certain mo-
ment of time). If an IP address of a host h is A.B.C.D, where A, B, C, D ∈
{0, 1, ..., 255}, then we can define a function i : H →N by i (h) = A · 232 + B ·
216 + C · 28 + D.

We define a binary relation
t

↪→⊆ H × H, and by h1
t

↪→ h2 we denote the
fact that we have a direct connection from a host h1 to a host h2 at a certain

time t. The inverse relation is denoted by
t←↩;

t←↩
def
=

(
t

↪→
)−1

. We use t to
emphasize the evolution in time of the network. From an algorithmic point of
view, t describes the periodic updates of the routing tables.

Definition 1. Let h1, h2 be hosts of H. A t-connection of length n > 0 from
h1 to h2 is a function ct : {1, ..., n} → H, where h1 = ct(1)

t
↪→ ct(2)

t
↪→ . . .

t
↪→

ct(n) = h2. The length of a connection ct is denoted by λ(ct), and the set of
hosts involved in such a connection is in fact the image of ct, and it is denoted
by Im(ct).

It is easy to note that λ(ct) ≥ card(Im(ct)).
We denote by Ct (h1, h2) the set of all t-connections from h1 to h2. We assume

that for each h there is a unique connection ct ∈ Ct (h, h), and λ(ct) = 0.

Definition 2. Considering h1, h2 ∈ H, we say that h1 is connected to h2 at
moment t if Ct (h1, h2) �= ∅; we denote this by h1

t� h2. We say that h1 is
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biconnected to h2 at moment t if h1 is connected to h2 at moment t, and h2 is
connected to h1 at moment t; we denote this by h1

t� h2.

Proposition 1.

(i) t� is a quasi-order relation on H.
(ii) t� is an equivalence relation over H.

Network is an essential support for our system of agents. The key aspects are
network performance, stability and security. Network performance is determined
by its bandwidth and latency. Since latency is closely related to bandwidth, we
consider the functions lt : H → [0,∞), as well as istabt, isect : H → [0, 1]
representing the average latency, degree of stability, and degree of security,
respectively. All these functions depend on a certain moment of time t. We
can aggregate these aspects into a function Et : H × H → [0,∞) defined by

Et (h) =
√

lt (h)2 + istabt (h)2 + isect (h)2 for all h ∈ H. As a distance over H,
we use a function dt : H×H → [0,∞) defined by dt (h1, h2) =

=
√

(lt (h1) − lt (h2))
2 + (istabt (h1) − istabt (h2))

2 + (isect (h1) − isect (h2))
2

for all h1, h2 ∈ H.

Proposition 2. dt is a pseudo-metric over H.

This function dt represents the cost of connecting two hosts. This cost is used in
the routing tables of the network. Among the existing protocols, we are think-
ing of the OSPF (Open Shortest Path First) TCP/IP routing protocol for the
Internet [9]. OSPF has two characteristics. The first is that the protocol is open,
and the second characteristic is that OSPF is based on the Dijkstra algorithm.
OSPF is a link-state routing protocol based on the communication with all other
routers within the same hierarchical area. As OSPF routers accumulate link state
information, they use the Dijkstra algorithm to calculate the shortest path to
each node.

OSPF domain is represented by an autonomous network system divided into
areas.An area is a collection of hosts and routers. Routers inside an area dissipate
routing information. The OSPF protocol allows the administrators to assign a
cost to each route. The cost is based on a type of service (minimum delay,
maximum throughput, etc.); a router can have multiple routing tables, each
based on a different type of service. In OSPF terminology, a connection is called
a link. OSPF uses link state routing, and in this way a router can have the
whole picture of the hosts, being able to calculate the shortest path between
itself and each host. A link state database is a tabular representation of the
network topology inside an area. Each router applies the Dijkstra algorithm to
its link state database.

We can imagine a new routing protocol, where we determine the cost of
the paths Ct (h1, h2) between two hosts h1, h2 based on the cost of each point-
to-point link given by our previous dt. Considering that Ct (h1, h2) �= ∅, we
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define μt : Ct (h1, h2) → [0,∞) by μt (ct) =
λ(ct)∑
i=1

dt (ct (i) , ct (i + 1)) for all ct ∈

Ct (h1, h2). Considering a given large constant K > 0 (larger than any other
number involved in our computation), we can define Dt : H×H → [0,∞) by

Dt (h1, h2) =

{
min

ct∈Ct(h1,h2)
(μt (ct) ∧ K) , if Ct (h1, h2) �= ∅

K if Ct (h1, h2) = ∅
, ∀h1, h2 ∈ H

In this definition, min
ct∈Ct(h1,h2)

(μt (ct) ∧ K) is determined by the Dijkstra

algorithm.

Proposition 3. Dt is a pseudo-metric over H.

We describe now the topology of H based on the minimal costs at a certain

moment of time, by defining a function Tt : H×H →
(

∪
h1,h2∈H

Ct (h1, h2)
)
∪{∅}

Tt (h1, h2) =
{

ct ∈ Ct (h1, h2) , if Dt (h1, h2) = μt (ct) < K
∅ otherwise , ∀h1, h2 ∈ H

Im (Tt) = {Tt (h1, h2) | h1, h2 ∈ H, h1 �= h2} is called the t-topology of H. We
note that this network topology has certain dynamics in time. We describe here
a possible self-organizing procedure of determining the network topology at each
moment t.

We consider a network manager NM . At the installation of an agent system
A, such a network manager surveys the networks, and activate a copy of itself
on each router. Each NM has four threads. Let us consider a host h ∈ H at a
moment t. Initially istabt (h) = 0, and isect (h) = 0.

The first thread of NM is responsible to update lt (h) , istabt (h), and isect (h)
at certain moments of time t. It sends testing packages to h, and records the
reply time t (h). If t (h) ≥ T where T is a predefined time constant, then sets
t (h) = T , istabt (h) = 1, and isect (h) = 1. It can eventually determine the
average latency of h at t, and goes to another host.

The second thread takes care of the requests received from other hosts. These
requests are placed into a queue. If the waiting time of a request is greater
than a given period of time, then the corresponding request is removed from the
queue. For each removed request, NM increases istabt (h) according to a penalty
algorithm. On the other hand, if istabt (h) remains constant for a certain period
of time, NM decreases istabt (h) according to a rewarding algorithm.

The third thread deals with the security degree of h at time t, and records
it in isect (h). There exist various methods of calculating the security degree; it
depends on the designers choice. Finally, the fourth thread calculates Et (h), and
eventually modifies the network topology of H. This happens periodically, using
a self-organizing algorithm. By this self-organization, the hosts can be organized
in areas. Let us suppose that at a certain moment t, H = {h1, h2, ..., hN}, and
Et (h1) ≤ Et (h2) ≤ ... ≤ Et (hN ). We associate a representation vector to each
host by using an injective function ft : H →C. We consider initially m0 (h) =
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(lt (h) , istabt (h) , isect (h)) for all h ∈ H. A number iter of iterations are then
executed:

for (int τ = 0; τ < iter; τ + +)
{

build an arbitrary vector xτ ∈ [0,∞) × [0, 1]× [0, 1] ;
determine a host hc in which d (xτ , mτ (hc))= min

j∈1,N
d (xτ , mτ (hj)) ;

for (int j = 1; j ≤ N ; j + +)
mτ+1 (hj) ← mτ (hj) + hcj (τ) [xτ − mτ (hj)] ;

}

where hcj (τ) = α (τ) ·exp
(
−|ft(hc) − ft(hj)|

2σ2 (τ)

)
is a “smoothing” function, with

learning factor α (τ), and σ (t) represents the dimension of hcj kernel.
This algorithm provides a map based on the representation vector ft (h),

where a certain map area puts together hosts with similar properties. The net-
work topology at a certain moment t is related to this map.

3 Agents and Their Dynamics

Let A be a set of agents distributed on the hosts of H. We use a coordination
mechanism by considering an agent manager AM . AM coordinates the agents
interaction, including dynamic creation and destruction of agents, control of
communication flows among agents, control of spatial distribution of agents over
network hosts. AM is able to localize the agents, and contains a history of each
service (agent). There are two agent managers: an active agent manager, and a
passive one. Whenever the active manager is collapsing, the passive manager is
becoming active, and creates dynamically a passive manager. Then inform the
agents that it is the new agent manager.

First we present a topological result regarding the agents system.

Definition 3. Considering a ∈ A and h ∈ H, we say that a
t
∈ h iff the agent a

is on the host h at the moment t.

We denote by At
h =

{
a ∈ A | a

t
∈ h

}
the set of agents on h at time t, and by

τt = {At
h | h ∈ H} the agents topology at a certain moment t.

Let ATop be {τt | t ∈ T ime}; we define d : ATop × ATop → R+ by d (τt, τt′) =∑
h∈H

card
(
At

hΔAt′
h

)
for all τt, τt′ ∈ ATop. We use discrete time, i.e. T ime = N.

Proposition 4. d is a metric over ATop.

Proof. d (τt, τt′) = 0 ⇔ card
(
At

hΔAt′
h

)
= 0, for all h ∈ H. This means that

At
hΔAt′

h = ∅ for all h ∈ H, namely τt = τt′ . It is obvious that d (τt, τt′) = d (τt′ , τt)
for all τt, τt′ ∈ ATop. Finally, we prove that d (τt, τt′) ≤ d (τt, τt′′) + d (τt′′ , τt′),
∀τt, τt′ , τt′′ ∈ ATop. Since At

hΔAt′
h ⊂ (At

hΔAt′′
h ) ∪ (At′′

h ΔAt′
h ), then we have
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card
(
At

hΔAt′
h

)
≤ card

(
At

hΔAt′′
h

)
+ card

(
At′′

h ΔAt′
h

)
for all h ∈ H. Therefore

d (τt, τt′) ≤ d (τt, τt′′ ) + d (τt′′ , τt′).

This metric can measure the dynamics of agents in time. It could be useful to
observe the stability of the whole system after a certain time. It is therefore
interesting to find a good approximation of d (f (τt) , τt).

In order to describe the changes of the agent topology, we introduce the
functions cr, rm, id : τt ×A →τt defined by cr (At

h, a) = At
h ∪ {a}, rm (At

h, a) =
At

h\ {a}, and id (At
h, a) = At

h for all At
h ∈ τt and a ∈ A. cr (At

h, a) represents the
process of creating an agent a on host h, and rm (At

h, a) represents the removing
of an agent a from host h. We define ϕt : H×A →{0, 1} by

ϕt (h, a) =
{

1, if h requests the service of a at time t
0, if h does not request a at time t

We need a history in time of the services requests on each host. We use the
functions α, ω : H×A →N, where α (h, a) represents the moment of the first
requests of a by the host h, and ω (h, a) is the moment of the last requests of a by
the host h. We suppose that initial α (h, a) = ω (h, a) = 0 for all (h, a) ∈ H×A.
If ϕt (h, a) = 1 and α (h, a) = 0, then α (h, a) = t. If ϕt (h, a) = 1, ω (h, a) = t′

and t′ < t, then ω (h, a) = t.

We define histt : H×A →N by histt (h, a) =
t∑

u=α(h,a)
ϕu (h, a).

We define also an “update function” F : τt ×A →τt by F (At
h, a) =

=

⎧⎨
⎩

cr (At
h, a) , if a /∈ At

h, and histt (h, a) ≥ nr
rm (At

h, a) , if a ∈ At
h, t − ω (h, a) ≥ ns, and histt (h, a)=histω(h,a) (h, a)

id (At
h, a) , otherwise

In this definition nr and ns are two working constants of AM . nr represents
the number of requests triggering the necessity of having a certain agent on a
host, and ns is the number of steps without any request for a certain agent
on a host, triggering its removal. We should add that α (h, a) = 0 whenever
F (At

h, a) = rm (At
h, a). Based on this “update function”, we can define a more

general function f : τt → τt defined by f (At
h) = ∪

a∈A
F (At

h, a) for all At
h ∈

τt. We can extend this function to f : ATop → ATop defined by f (τt) =
{f (At

h) | h ∈ H}. At a certain moment t, f transforms At
h and makes it available

for the next step; therefore f (At
h) = At+1

h for all h ∈ H, and f (τt) = τt+1.
The previous defined metric d is able to measure how much different is τt′

than τt. Let us assume t < t′. The number of changes on a host h is given
by card

(
At

hΔAt′
h

)
= card

(
At

h\At′
h

)
+ card

(
At′

h \At
h

)
, where card

(
At

h\At′
h

)
represents the number of agents removed from h, and card

(
At′

h \At
h

)
represents

the number of agents added to h between t and t′. The dynamics of the agent
system is related to the evolution in time of d (τt, τt+1). Let us analyze this
evolution for the whole system.

We have d (f (τt) , τt) =
∑

h∈H
card

(
At+1

h ΔAt
h

)
, where

card
(
At+1

h ΔAt
h

)
= card

(
At+1

h \At
h

)
+ card

(
At

h\At+1
h

)
.
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On the other hand,

card
(
At+1

h \At
h

)
=

∑
a/∈At

h

[
histt (h, a)

nr

]
, and

card
(
At

h\At+1
h

)
=

∑
a∈At

h

[
t − ω (h, a)

ns

]
·
[
1 − histt (h, a) − histω(h,a) (h, a)

t − ω (h, a)

]
.

Our metric d is important in studying the difficult problem of reaching the
stability of an agent system, namely of placing the agents in an optimal way
on the hosts such that they respond promptly to the requests. The stabilization
depends mainly on the number of modifications in the system; however there are
many parameters, and reaching the stability is an open problem. On the other
hand, the stability of an agent system is an ideal situation. We define a weak
form of stability.

Definition 4. Given a constant ε > 0, we say that a system A is ε-stable if
there is a time t0 such that d (τt, τt+1) ≤ ε for each t ≥ t0.

Therefore we look now for a certain upper bound of d (τt, τt+1). Let ph,a,δ ∈ [0, 1]
be the probability of having a request of a on a host h in a temporal interval of
length δ. Then histt (h, a) = (t − α (h, a)) ph,a,δ, and

card
(
At+1

h \At
h

)
=

∑
a/∈At

h

[
t − α (h, a)

nr ph,a,δ

]
=
∑

a∈A

[
t − α (h, a)

nr χA\At
h

(a) ph,a,δ

]
,

card
(
At

h\At+1
h

)
=

∑
a∈At

h

[
t − ω (h, a)

ns

]
·
[
1 − (t − ω (h, a)) ph,a,δ

t − ω (h, a)

]
=

=
∑

a∈A

[
t − ω (h, a)

ns χAt
h

(a)
]
· [1 − ph,a,δ].

Thus d (τt+1, τt) =
=

∑
h∈H, a∈A

([
t−α(h,a)

nr χA\At
h

(a) ph,a,δ

]
+
[

t−ω(h,a)
ns χAt

h
(a)
]
· [1 − ph,a,δ]

)
.

We have
[

t−α(h,a)
nr χA\At

h
(a) ph,a,δ

]
+
[

t−ω(h,a)
ns χAt

h
(a)
]
· [1 − ph,a,δ] ≤

≤ t − α (h, a)
nr ph,a,δ + t − ω (h, a)

ns (1 − ph,a,δ) .

Since t − α (h, a)
nr ph,a,δ + t − ω (h, a)

ns (1 − ph,a,δ) =

= 1
min (nr, ns) [(t − ω (h, a)) + (ω (h, a) − α (h, a)) ph,a,δ],

then we have

t − α (h, a)
nr ph,a,δ + t − ω (h, a)

ns (1 − ph,a,δ) ≤ t − α (h, a)
min (nr, ns) .

Therefore d (τt+1, τt) ≤ 1
min (nr, ns)

[
cardH · cardA · t −

∑
h∈H, a∈A

α (h, a)

]
.

This last inequality provides a way to find a good approximation of stability
depending only on function α.
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Proposition 5. Given a constant ε > 0, if there is a time t0 such that∑
h∈H, a∈A

α (h, a) ≥ cardH · cardA · t − ε · min (nr, ns) for every t ≥ t0,

then A is ε-stable.

The agent manager AM ∈ A should relate the topology of the agent system
A to the network topology of H. We define such a topology, describing a self-
organizing distribution of agents over network hosts.

A service s is the class of agents able to offer this service. AM contains the
whole set of services. AM keeps a map of the agents, and it is able to identify the
location of a certain agent by a pair (service, IPhost). AM creates and moves
agents, as well as it removes the agents according to a set of coordination rules.

The removal of the agents is given periodically by a garbage collector con-
trolled by AM . It considers each service s. We denote by H(s) the set of hosts
having agents offering s. For each h ∈ H(s) where we have an agent a offer-
ing s, it computes the sphere B of radius r depending on the distance Dt, i.e.
B = {h′ ∈ H | Dt(h′, h) < r, h′ asks for s}. For each h′ ∈ B, θs(h′) repre-
sents time of the last request of s sent by h′. If max

h′∈H
> const, then the garbage

collector remove agent a from host h.
Let us consider that a host h asks for a service s; its request req(s) is given

by (IPh, s, param), where param represents specific parameters of s. We have a
general situation when req(s) is sent to a router which redirects it to AM . AM
updates the corresponding θs(h), and determines a set H(s) of hosts offering s
(H(s) �= ∅ because at least AM ∈ H(s)). Then it computes min

h′∈H
Dt(h′, h). Let

us assume that this minimum is given by h′; then AM sends req(s) to h′. h′

solves this request, producing an answer ans(s) sent then to IPh. Moreover, if
min
h′∈H

Dt(h′, h) > 0, then AM increments a counter c(s) representing the number

of requests for s from a different host (i.e. h = h′). If c(s) > k, where k is
a constant of the agent system, then AM follows a procedure regarding the
re-organization of A. For each host h′ asking for a service s,

– AM computes the sum of distances from h′ to all h′′ requesting s;
– it determines a host hmin which minimizes this sum;
– AM copies its agent a providing s on host hmin.

4 Agents Clustering by Self-organizing Maps

This distribution of services over hosts shows a self-organization which could be
visualized by the help of Kohonen self-organizing maps. We can imagine a 2D
map where the hosts providing various services are represented by small white
squares. Around these hosts are many colored points representing the services
they provide. We associate three attributes to each service, and these attributes
are represented by numbers between 0 and 255. A service is characterized by a
5-uple (x, y, r, g, b), where x and y indicate the position of the service on the map,
and r, g, b ∈ N255 × N255 × N255 represent its attributes (N255 = {0, 1, ..., 255}).
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We can describe by s (x, y) = (r, g, b) a service s on a host localized at (x, y) on
the map.

We can cluster the services distributed over various hosts by using Kohonen
self-organizing maps. Moreover, by using these maps we can relate and order the
services by considering various similarities among them. We can use different
measures of similarity. Let r be a positive number. We select initially an arbitrary
set M = {m1, m2, ..., mk} ⊂ N3

255 of models. For each model mi, we determine
a ball of radius r with respect to a similarity metric d, namely B (mi, r) =
{s (x, y) |d (mi, s (x, y)) < r}. We determine a vector from B (mi, r) which is the
closest, according to d, to all other vectors. For each s (x, y) ∈ B (mi, r) we
compute the sum of distances from s (x, y) to all other vectors of B (mi, r).
Then we select a vector s (x, y) for which this sum is minimal. If there are more
than one such a vector, we select an arbitrary one of them.

Since these vectors are three-dimensional, it is also possible to calculate their
average for each dimension, and then to determine the closest vector of B (mi, r)
to this average. Independent of the used method, let us assume that for model
mi we determine a vector s (x′, y′) ∈ B (mi, r). Then we follow the following
steps:

1. we modify each vector s (x, y) ∈ B (mi, r) by
s (x, y) ← [s (x, y) + f (x, y) (mi − s (x, y))],
where f (x, y) = exp

(
−α
√

x2 + y2
)
;

2. we substitute mi with s (x′, y′), and iterate the process.

After a certain number of iterations, the whole process becomes stable. However,
the convergence of this algorithm is proved only for special similarity distances.
Such a result is presented in [3].

Fig. 1. Kohonen self-organizing maps
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Figure 1 is generated by an applet simulating the distribution of services
according to the method described in this section. In this applet, s (x, y) is
represented by the color generated by the numbers r, g, and b.

5 Conclusion

Self-organization refers to the evolution of a structure resulting from internal
mechanisms, due mainly to local interactions between components. The system
evolves dynamically in time or space, and it can finally reach a stable structure.
We present a self-organizing system of distributing software agents over network
hosts, with increase of service supply speed, and decrease of network traffic. We
use a formal description of the network and the agent system, providing some
topological results relevant to the self-organizing algorithms. We use a coordi-
nation model popular in self-organizing systems. This model uses interaction
between hosts and between agents, and it is based on specific coordinators both
at the network level and the services level. Starting from the fact that various
services of the agents need to cope with requirements and constraints stemming
from the increased dynamism and sophisticated network control, we introduce a
self-organization mechanism for services. We analyze the stability of the system,
and provide a new result regarding a weak form of stability. Finally we provide
a visualization of the services evolution using Kohonen self-organizing maps.
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Abstract. As chip multiprocessors are quickly penetrating new application ar-
eas in network and media processing, their interconnection architectures be-
come a subject of optimization. Group communications are frequently used in 
many parallel algorithms and if their overhead is excessive, performance de-
grades rapidly with a processor count. This paper deals with the design of a new 
application-specific Bayesian Optimization Algorithm (BOA) and the use of 
BOA and HSGA (Hybrid parallel Genetic Simulated Annealing) to design op-
timal communication algorithms for an arbitrary topology of the interconnec-
tion network. Each of these algorithms is targeted for a different switching 
technique. The group communication schedules were designed for an asymmet-
rical AMP network on one hand and for the benchmark hypercube network on 
the other, using SF (Store-and-Forward) and WH (Wormhole) switching. 

1   Introduction 

With parallel and distributed computing coming of age, multiprocessor systems are 
more frequently found not only in high-end servers and workstations, but also in 
small-scale parallel systems for high performance control, data acquisition and analy-
sis, image processing, networking processors, wireless communication, and game 
computers. The design and optimization of hw and sw architectures for these parallel 
embedded applications have been an active research area in recent years. For many 
cases it is better to use several small processing nodes rather than a single big and 
complex CPU. Nowadays, it is feasible to place large CPU clusters on a single chip 
(multiprocessor SoCs, MSoCs), allowing both large local memories and the high 
bandwidth of on-chip interconnect. 

One of the greatest challenges faced by designers of digital systems is optimizing 
the communication and interconnection between system components. As more and 
more processor cores and other large reusable components have been integrated on 
single silicon die, a need for a systematic approach to the design of communication 
part has become acute. One reason is that buses, the former main means to connect 
the components, could not scale to higher numbers of communication partners. Re-
cently the research opened up in Network on Chip (NoC) area, encompassing the 
interconnection/communication problem at all levels, from physical to the architec-
tural to the OS and application level [1].  
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At the present time, there are many different interconnection network topologies 
for multiprocessors and new networks for specific parallel applications can still be 
created. While the lower bounds on the time complexity of various group communica-
tions (in terms of required number of communication steps) can be mathematically 
derived for any network topology and the given communication pattern, finding a 
corresponding schedule of communication is more difficult and in some cases it is not 
known as yet. The rest of the paper addresses the quest for an optimal communication 
schedule based on evolutionary algorithms, provided that network topology and a 
specific communication pattern are given.   

2   Models of Communications 

Communications between two partners (p2p) or among all (or a subset) of partners 
engaged in parallel processing have a dramatic impact on the speedup of parallel 
applications. Performance modeling of p2p and group communications is therefore 
important in design of application-specific systems. A p2p communication may be 
random (input data dependent) as far as source-destination pair or a message length is 
concerned. However, in many parallel algorithms we often find certain communica-
tion patterns, which are regular in time, in space, or in both time and space; by space 
we understand spatial distribution of processes on processors. Communications taking 
place among a subset or among all processors are called group or collective commu-
nications. Examples of these may serve one-to-all broadcast (OAB), all-to-all broad-
cast (AAB), one-to-all scatter (OAS, a private message to each partner), all-to-one 
gather (AOG), all-to-all scatter (AAS), permutation, scan, reduction and others. Pro-
vided that the amount of computation is known, as is usually true in case of applica-
tion-specific systems, the only thing that matters in obtaining the highest performance 
are group communication times.  
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Fig. 1. OAS using SF and WH switching 

The simplest time model of communication uses a number of communication steps 
(rounds): point-to-point communication takes one step between adjacent nodes and 
a number of steps if the nodes are not directly connected. Each step includes start-up 
(head) latency t0 and then the serialization latency that is proportional to the message 
length m (in bytes) and to per byte transfer time t1. For distance-sensitive store-and-
forward (SF) switching, the serialization latency is incurred in every hop between 
neighbor nodes, h x (m t1) in total, where h is the distance (in hops) of source and 
destination nodes. For distance-insensitive wormhole (WH) switching or virtual cut-
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through (CT) switching several p2p messages between source-destination pairs, not 
necessarily neighbors, can proceed concurrently and can be combined into a single 
step if their paths are disjoint. The head latency t0 is slightly dependent on the distance 
h, but the serialization latency is incurred only once. Of course, for simplicity, we 
assume no contention for channels and no resulting delays. An example of these 
switching techniques is shown in fig. 1. 

Further, we have to distinguish between unidirectional (simplex) channels and bi-
directional (half-duplex, full-duplex) channels. The number of ports that can be en-
gaged in communication simultaneously (1-port or all-port models of routers) has also 
an impact on number of communication steps and communication time, as well as if 
nodes can combine/extract partial messages with negligible overhead (combining 
model) or can only retransmit/consume original messages (non-combining model). 
Finally we have to take into account a switching technique (store-and-forward SF, 
wormhole WH or cut-through CT) and network topology. Thus complexity of every 
group communication pattern (permutation, OAB, ABB, OAS, AOG, AAS) can be 
investigated in at least 3×2×2×3 = 36 modes for a single topology, so that we would 
have to deal with 180 cases. We therefore limit ourselves to the analysis of only all-
port models, non-combining nodes, full-duplex channels, SF and WH switching and 
only OAB, OAS (OAG – a reverse operation to OAS), AAB and AAS communica-
tion patterns.  

In our experimental runs hypercube and AMP network topologies were tested. The 
goal was to find communication algorithms whose time complexity corresponds to 
mathematically derived lover bounds on number of communication steps. 

2.1   Hypercube and a Minimum Path Topology (AMP)  

An n-dimensional hypercube is a node symmetric, direct interconnection network that 
has 2n processors (or nodes). Any processor has n bidirectional connections to the 
neighbor processors. The hypercube network found its applications in the recent 
commercial machines such as the SGI Origin 2000 [2]. Experimental studies show 
that hypercubes are quite suitable for distributed shared memory systems and multi-
computer systems when the size of the system is not too large. 
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Fig. 2. 3D hypercube and AMP-8 topology 
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The AMP topology is a result of genetic graph optimization. It is an asymmetrical 
network that minimizes the network diameter and the average inter-processor dis-
tance. Optimum graphs with 4 bidirectional links and one extra node (a system con-
troller SC) were found for 5, 8, 12, 13, 14, 32, 36, 42, 53, 64, 128, 256 processors. 
Here we will consider a modified version without the system controller, where one 
out of P compute nodes will act accordingly [6]. The example of AMP topology is at 
fig.2. 

3   Discrete Optimization Algorithms 

Combinatorial search and optimization techniques in general are characterized by 
looking for a solution to a problem from among many potential solutions. For many 
search and optimization problems, exhaustive search is infeasible and some form of 
guided search is undertaken instead. In addition, rather than only the best (optimal) 
solution, a good non-optimal solution is often sought. 

An optimization part of the algorithms described below is based on genetic algo-
rithm (GA), which is a powerful, domain-independent search technique. GA is any 
population based computational model that uses selection and recombination opera-
tors to generate a new sample in the search space. A chromosome (individual), con-
sisting of genes, represents one encoded solution from the search space. The values of 
genes are referred to as alleles. The chromosomes form population, which changes 
through the evolution process. The reproduction process is performed in such a way 
that chromosomes, which represent a better solution, are given more chances to re-
produce than those chromosomes, which represent poorer solutions. The fitness func-
tion (a measure of quality) of chromosomes is defined in the frame of the population. 
The fitness function is applied to genotype (chromosomes) for evaluating phenotype 
(decoded form of the individual /chromosome). While the fitness function operates 
with phenotype, genetic operators are defined on the genotype. 

3.1   Mixed Bayesian Optimization Algorithm (MBOA) 

MBOA algorithm is based on Bayesian Optimization Algorithm (BOA). The general 
procedure of BOA algorithm [3], [4] is similar to that of GA, but the classical recom-
bination operators (crossover and mutation) are replaced by probability estimation 
followed by probability sampling. These algorithms use advantageously the statistical 
information contained in the set of promising solutions to discover the linkage be-
tween genes. A new feature of these algorithms is a global usage of the whole popula-
tion in the process of model construction. One of the basic advantages is the capabil-
ity to discover nonlinear interaction between genes, which allows solving complex 
nonlinear problems. 

The probabilistic model of MBOA is a set of binary decision trees/graphs. The 
MBOA differs from BOA also in the heterogeneous model parameters. The decision 
trees can be used also for continuous or mixed domains. MBOA uses variance adapta-
tion for scaling variance in continuous domains. This algorithm was proposed and 
implemented for coarse-grained type of parallelism. 
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3.2   Hybrid Parallel Genetic Simulated Annealing (HGSA) 

HGSA is a hybrid method and it uses parallel SA with the operations that are used in 
standard genetic algorithms [7]. The flow of the evolution is shown in fig. 3. In the 
proposed algorithm, there are sequential SA processes running in parallel. After a 
number of steps (after one hundred of iterations of Metropolis algorithm), the cross-
over is used to produce new solution. 

During communication, which is activated each 100th iteration of Metropolis algo-
rithm, each process sends its solution to a master. The master keeps one solution for 
himself and sends one randomly chosen solution to each slave. These activities are 
based on the roulette wheel, where the biggest probability of selection has the indi-
vidual with the best value of the fitness function. 

After communication phase, all processes have two individuals. Now the phase of 
genetic crossover starts. We used double-point crossover. From two parent solutions 
two children solutions are generated. Then the solution with the best value of the fitness 
function is selected and mutation is performed: always in case of the parent solution, 
otherwise only with a predefined probability. Mutation is performed by randomly se-
lecting genes and by randomly changing their subjects. A new solution is selected from 
the actual solution provided by SA process and from the solution, which was obtained 
after genetic mutation. It is selected using the well-known Metropolis criterion. 

 

 

Fig. 3. Hybrid parallel genetic simulated annealing 

4   Problem Definition 

A multiprocessor topology can be seen as graph G=(V, E), where V={Pi}, i=1,2,..,P 
represents a set of processor cores or discrete computers. E={eij} is the set of inter-
connection links between these processors. In our case, because links are bidirectional 
and full-duplex, the edges are undirected. Each vertex has the same degree d (number 
of communication links). A path from the source to destination is a sequence of verti-
ces (processor indices), in which every two adjacent vertices are connected by a direct 
edge (link). The length of this path is defined as number of edges in the path. 

Now we will discuss the collective communication patterns, which are most fre-
quently found in parallel algorithms. If their overhead is excessive, performance de-
grades rapidly with the processors count. The lower bounds on the number of com-
munication steps for the hypercube and for AMP topology are shown in Tab.1.      
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Table 1. Lower bounds on number of communication steps (all-port models) 

 SF hypercube WH hypercube SF AMP WH AMP 
OAB D (= d) d/log ( d+1)  D log d+1 P  

AAB (P – 1)/d  (P – 1)/d  (P – 1)/d  (P – 1)/d  

OAS (P – 1)/d  (P – 1)/d  (P – 1)/d  (P – 1)/d  

AAS P/2 P/2 Pda/d P2/(2BC) 

Network parameters in Tab.1 are: processor count P, network diameter D, node 
degree d, bisection width BC, and average distance da.  

5   Design of Algorithms 

The goal of proposed algorithms is to find a schedule of a group communication with 
the number of steps as close to the above lower bounds as possible. 

The solution of this optimization problem using evolutionary algorithms may be 
decomposed into several phases. In the first phase, it is necessary to choose a suitable 
encoding of the problem into a chromosome. The second step is a definition of the 
fitness function, which determines quality of a chromosome. The next phase is a de-
sign of the input data structure for the evolutionary algorithm. The last phase is ex-
perimental runs of the evolutionary algorithm and search for the best set of its pa-
rameters. The choice of parameters should speed-up the convergence of the algorithm 
and simultaneously minimize a probability of getting stuck in local minima.  

5.1   Solution Encoding 

Very simply encoding, different for each OAB/OAS/OAG (generally OAX) and 
AAB/AAS (AAX) communication pattern, has been chosen. In the case of OAX 
communication, every chromosome consists of P genes, where P is a number of proc-
essors in a given topology. The gene’s index represents the destination processor for a 
message. The gene consists of two integer components. The first component is an 
index of one of the shortest path from source to destination. The second component is 
a communication step sequence number. Fig. 4 illustrates an example of encoding for 
2D-hypercube and OAS communication pattern. The source processor has index 0. 
Note also in this picture that the chromosome includes communication from source to 
source processor, but this communication is not realized. This gene is included only 
for the easier evaluation of the fitness function. The chromosome is extended from 
vector to matrix in case of AAB/ AAS communication. It contains P OAX chromo-
somes (every processor performs OAX). 

The main advantage of this encoding is a short chromosome and absence of inad-
missible solutions (every message is transmitted from the source to a destination). The 
main disadvantage is a large number of values of the first gene component. The num-
ber of values rapidly increases with the distance from source to destination as there 
are more shortest paths. 
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Fig. 4. Encoding for OAB/OAS/OAG 

5.2   The Fitness Function 

Having solution encoding defined, we can describe the main idea of fitness function 
evaluation. The main idea is based on the testing of conflict-freedom. We say that two 
communications are in a conflict if and only if they use the same communication link 
in the same time and in the same direction (see fig. 5). 
 

conflict conflict freedom 

 

Fig. 5. Conflict freedom of a communication schedule 

The optimal schedule of communication for the given number of communication 
steps does not contain any conflict. If the conflict occurs, the schedule is of no use. 
This is true for MBOA and HGSA as well, however HGSA tries to achieve, more-
over, the minimal number of steps in group communication. It means that HGSA not 
only counts the number of conflicts, but also the number of communication steps. 

5.3   The Search for the Shortest Path 

The breadth-first search algorithm is applied to the topology graph. A tree is gradually 
constructed, one level at a time, from a root that is assigned an index of a source node. 
When a new level of the tree is generated, every node at the lowest level (leaf) is 
expanded. When a node is expanded, its successors are determined as all its direct 
neighbors except those, which are already located at higher levels of the tree (this is 
necessary to avoid cycles). Construction of the tree is finished when a value of at least 
one leaf is equal to the index of a destination node. Destination leaves’ indices deter-
mine identity of found paths, which are then stored as sequences of node indices. 

destination 

gene 

0 1 2 3

0 0 4 1 6 0 9 2 

step number index of the 
shortest path
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5.4   Heuristics 

In HGSA two heuristics are used to speed up convergence to a sub-optimal solution. 
They decrease the probability of being trapped in local optima during the execution. 
The idea of these heuristics is a reduction of the path length. The first heuristics is 
used after initialization of HGSA and then after each application of Metropolis algo-
rithm. The length of the path from the source to a destination node has some value. If 
these end nodes occur in another gene with a smaller length, than the length and   the 
path in the original gene are changed accordingly.   

The second heuristics is used in the case when the number of conflicts between 
genes of a chromosome is zero. This heuristics performs the analysis of chromosome. 
It looks for the longest path in some gene in the chromosome. If the number of the 
longest paths doesn’t exceed some defined value, it tries to reduce the size of these 
longest paths by performing the mutation on them. In case that the size of the path is 
reduced, the new gene replaces this gene; otherwise the gene is not changed. 

6   Experimental Results 

Scheduling of OAB, AAB, OAS and AAS collective communications for two differ-
ent architectures, a hypercube and AMP, has been done. The number of processors in 
the target architectures varied from 8 to 128 for OAB, OAS and AAS; AAB commu-
nication was tested only on 8-processor architecture. A hypercube has been chosen 
because of its regular topology with known optimal scheduling so that it can serve as 
a convenient benchmark. The lover bounds on number of communication steps are 
shown in Tab. 2. Each configuration of both the networks underwent 10 optimization 
runs, see Tab. 3. We counted only the number of successful completions, i.e. reaching 
the global optimum. 

Table 2. Lower bounds on number of comm. steps for the given topology and processor count 

Hypercube AMP 
P OAB OAS AAS P OAB OAS AAS 

8 3 3 4 8 2 2 4 

16 4 4 8 23 3 6 14 
32 5 7 16 32 3 8 22 
64 6 11 32 42 4 11 31 

128 7 19 64 53 3 13 46 

Scheduling of AAB communication was tested only for 8-processors architectures 
(hypercube, AMP). We obtained a sub-optimal solution, 3 steps for AMP and 4 steps 
for hypercube. But optimal solutions are 2 steps for AMP and 3 steps for hypercube. 
However, model of AAB communication is still in development. 
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Table 3. Success rate in achieving the optimum schedule for OAB, OAS, AAS   

OAB (HSGA) OAS (MBOA) AAS (MBOA) P 
AMP Cube AMP Cube AMP Cube 

8 100 100 70 100 70 60 
16 - 100 - 100 - 30 
23 100 - 70 - 70 - 
32 100 100 100 90 50 10 
42 100 - 90 - 20 - 
53 100 - 100 - 20 - 
64 - 100 - 90 - 0 

128 - 100 - 90 - 0 

7   Conclusion 

Optimization of communication schedules by means of evolutionary algorithms has 
been successful. Optimal schedules achieve the lower bounds of communication steps 
derived from graph-theoretical properties of interconnection networks. Optimum 
schedules can speed-up execution of many parallel programs that use collective com-
munication as a part of their algorithm. Because finding of the optimum schedule is 
very hard combinatorial problem if it cannot be obtained by analytical means, two 
types of evolutionary algorithms have been tested. The first one (MBOA) is derived 
from Bayesian optimization algorithm and the second one HSGA is a composition of 
parallel simulated annealing and the standard genetic algorithm. Both the presented 
algorithms are able to find a schedule of the given communication pattern for arbi-
trary network topology, each one with different efficiency, and give the required 
number of communication steps.  

Future work will be oriented to other communication patterns like OAB, AAB for 
MBOA and OAS, AAS for HGSA. Our future experiments will also target other net-
works like Midimew, Octagon, 2D mesh etc. Another way to improve these algo-
rithms may be to implement the multicriterial optimization for MBOA (without the  
need not to enter the number of communication steps) and to design and implement 
more efficient heuristics for HGSA.   
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Abstract. Nurse rostering problems represent a subclass of scheduling prob-
lems that are hard to solve.  The goal is finding high quality shift and resource 
assignments, satisfying the needs and requirements of employees as well as the 
employers in healthcare institutions. In this paper, a real case of a nurse roster-
ing problem is introduced. Memetic Algorithms utilizing different type of 
promising genetic operators and a self adaptive violation directed hierarchical 
hill climbing method are presented based on a previously proposed framework. 

1   Introduction 

Timetabling problems are well known NP complete problems [15]. As a timetabling 
problem, shift scheduling is concerned with the arrangement of employee timetables, 
considering the constraints provided by employees, employers and even customers. A 
nurse roster is a timetable consisting of shift assignments and rest days of nurses work-
ing at a hospital. In nurse rostering, the ultimate aim is to create high quality timetables, 
taking well-being of nurses as a basis without discarding the concerns of employers.  

There is variety of approaches used for solving nurse rostering problems ([10], 
[12], [23]). Increasing number of researchers applies Genetic Algorithms (GAs) or 
other metaheuristic approaches, such as, Simulated Annealing, Tabu Search and their 
hybrids to tackle timetabling problems ([5], [6], [14], [17]). Ahmad et. al. [1] applied 
a modified version of a GA, named as population-less cooperative genetic algorithm 
on a 3-shift problem. Kawanaka et. al. [21] used GA to obtain optimal nurse sched-
ules satisfying absolute and desirable constraints. Aickelin et. al. [2] utilized a coevo-
lutionary pyramidal GA for solving nurse rostering. Each subpopulation attempts to 
solve nurse rostering for a set of nurses having either the same grade or a predeter-
mined combination of them, organized in a hierarchical way as a pyramid for mate 
selection. Aickelin et. al. [3] proposed an indirect representation in GA for NRP and 
three different decoders. Recently, research on timetabling started to move towards 
finding a good hyper-heuristic ([9], [11], [20]); a heuristic for selecting a heuristic 
among a set of them to solve an optimization problem. 

Details about nurse rostering, such as, constraint categorizations, models and ap-
proaches can be found in [7], [16] and [27]. In this paper, a set of memetic algorithms 
(MAs), combining GAs utilizing a set of genetic operators and a self adaptive viola-
tion directed hierarchical hill climbing method (VDHC) are introduced. MAs are 
based on the very same framework proposed by Alkan et. al. [4]. Extensive experi-
ments are performed using randomly generated data and a real one retrieved from a 
major hospital. VDHC is a promising approach. 
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2   Nurse Rostering Problem 

Nurse rostering problems (NRPs) are constraint optimization problems that can be 
represented by a 3-tuple <V, D, C>. V is a finite set of variables, possibly each  
representing a shift of a nurse at a hospital, V = {v1, v2, …, vi, …, vN}, D={ d1, d2, …,  
di, …, dN},  is a finite set of domains of variables, where di is the domain of the  
variable vi. Let T={ t1, …, tj, …, tM} represent a set of start times for a shift, then a 
possible domain of each variable: di⊆T. C is a set of constraints to be satisfied,  
C={ c1, c2, …, cL}. NRP can be described as a search for finding the best assignment 
(vi, tj) for each variable vi∈V, such that, all constraints are satisfied. The assignment 
implies that the ith shift of a nurse at vi starts at tj. Constraints are categorized as hard 
or soft, where hard constraints must be satisfied and soft ones represent preferences.  

2.1   Nurse Rostering Problem at Memorial Hospital  

Shift schedules in Memorial Hospital ( stanbul, Turkey) are generated manually for 
all the departments in the hospital. There are two shift periods per day: day and night. 
In order to simplify the timetabling process, the hospital authorities produce a weekly 
schedule manually, although a biweekly schedule is preferred. Since the preferences 
of nurses are essential and might change in time, schedules are acyclic. There are 
three departments and about twenty nurses in the hospital. In some cases, a nurse 
from a different department is allowed to work at another department for support. 
Nevertheless, this type of cross duty does not occur often. Each nurse is considered to 
be independent belonging to a department. A nurse has a rank assigned from {0, 1, 2} 
indicating the level of experience (from lowest to highest). Rank 2 implies an experi-
enced nurse. There are one or two nurses with rank 2 at each department. During the 
analysis a set of hard and soft constraints are determined. Hard Constraints: 

− Presets (PRC): Presets represent the predetermined shift schedules of nurses. 
− Shift Constraint (SHC): At a department, during each shift there must be at least 

one nurse.  
− Successive Night Shifts Constraint (SNC):  A nurse can not be assigned to more 

than two successive night shifts. 
− Successive Day Shifts Constraint (SDC):  A nurse can not be assigned to more than 

three successive day shifts.  
− Successive Shifts Constraint (SSC): A nurse can not be assigned to two successive 

shifts. A day shift in one day and a night shift in the following day are considered 
as successive shifts. 

− Exclude Night Shifts Constraint (ENC): Night shifts can not be assigned to an 
experienced nurse with rank 2. 

− On-duty Constraint (ODC): Each nurse can not be assigned less than eight shifts 
per two weeks. 

Soft Constraints: 

− Off-duty Constraint (RDC): Nurses can define at most 3 rest day preferences.  
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3   Memetic Algorithms for Solving Nurse Rostering Problems 

Genetic Algorithms (GAs) were introduced by J. Holland [19], and have been used to 
solve many difficult problems [18]. Usefulness of hill climbing in population based 
algorithms is emphasized by many researchers ([24, 28, 29]).  

The problem described in Section 2 is chosen, due to the similarities with the uni-
versity course scheduling problem, which is described in [25]. Memetic Algorithms 
(MAs) are presented for solving nurse rostering problems, based on a violation di-
rected hierarchical hill climbing (VDHC). In most of the timetabling problem in-
stances, variables are arranged hierarchically. Let a classifier be a subset of variables, 
then at each level in the hierarchy; a set of classifiers, representing logical groupings 
can be formed. In most of the cases, classifiers at a hierarchy level are collectively 
exhaustive in V. Classifiers form a basis for designing of a rich set of operators, dis-
cussed in the following sections. Arrangements can be formed statically or dynami-
cally. A static arrangement is used during the experiments (Fig. 1). This study is a 
part of an attempt to provide a framework for solving different type of timetabling 
problems using a single tool based on Memetic Algorithms. Ozcan proposed an XML 
standard for timetabling problems in [27]. The goal is to represent different classes of 
timetabling problems using a single format. There are some developers already sup-
porting the XML standard; schoolTool (http://www.schooltool.org), tablix 
(http://www.tablix.org).  

3.1   Representation 

The direct representation is used. Assuming S denotes the total number of nurses in a 
hospital, there is a subset of nurses available for duty at each department. Each nurse 
has a timetable, having R slots (days) to be filled with a shift type. R is set to 14 for 
producing bi-weekly acyclic schedule for each nurse. Each gene denotes the start time 
of a shift for a nurse in a day. Additional to day shift (1) and night shift (2), off-duty 
(0) allele is used in the individual representation. The representation scheme allows 
implementation of different sets of genetic operators. 

Shifts of all nurses (variables) are arranged hierarchically in the individual repre-
sentation (Fig. 1). Top hierarchy level, denoted as H-level contains a single classifier; 
 
 

 
 
 
 
 
 

 

 

Fig. 1. Individual representation used in MA for solving NRP 
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V. There are three more hierarchy levels. D-level, N-level and G-level contain P, S 
and N=SxR number of classifiers, respectively, as demonstrated in Fig. 1. Further-
more, each classifier at a level is a partition of V. 

3.2   Fitness Function 

An optimum nurse roster is the one with no violations. Let NR represent a proposed 
schedule of all nurses in the hospital, Ti ∈NR represent the nurse roster of the ith nurse, 
pj(.) represent the violation penalties due to the j th constraint for a given nurse roster 
and wj to be the associated weight for the corresponding type of constraint. Fitness 
accumulates each weighted violation penalty with respect to its constraint type.  

( ) ( )j j i
i j

f NR w p T
∀ ∀

=  
(1) 

3.3   Mutation 

Mutation can be applied on all classifiers at the same level, independently. For exam-
ple, at D-level, the same mutation operator can be applied within all the departments 
using an appropriate mutation rate, as if each department is an individual.  Similarly, 
at N-level, the mutation operator can be applied on each nurse. Swap mutation can be 
extended and a part (or whole) of the hierarchy level component can be replaced by a 
same size component at the same level. This set of mutations is straightforward to 
implement, if hierarchy level components are partitions. Behave as if each partition is 
a gene and swap it. For example, two nurse rosters or 3 days of the two nurse rosters 
can be swapped using an appropriate mutation rate. Similarly, two department rosters, 
or the same number of several nurse rosters in two departments can be swapped. Rep-
resentation allows designing violation directed mutations as well: 

− At a hierarchy level, select a classifier (partition or subset) based on the violations  
− Apply mutation operator only on the selected classifier 

As a different approach, the same or an adaptively selected mutation operator can 
be applied on each classifier, separately. Traditional mutation operator (M0) is used in 
the experiments. M0 randomly perturbs an allele with a mutation rate of 
1/length_of_the_part_to_be_mutated. Furthermore, two smart mutation operators are 
implemented. M1 and M2 operate in a similar manner on nurses and departments, 
respectively. Two randomly selected classifiers enter into a tournament. The one 
causing higher number of violations is selected for mutation. M0 is applied on the 
selected classifier (part of the chromosome). More disruptive mutations are imple-
mented as well. M3 and M4 apply M0 on each nurse and department, respectively. 

3.4   Crossover 

Traditional one point crossover (1PTX) and uniform crossover (UX) are used to de-
sign a set of modified crossover operators. Boundary based crossover operators are 
applied on the classifiers defined at a hierarchy level. For example, 1PTX_N works at 
the N-level and 1PTX is applied as if the set of genes forming a nurse classifier is 
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itself a gene. Hence, 6 different types of crossover operators are implemented: 1PTX 
(X1), UX (X2), 1PTX_D (X3), UX_D (X4), 1PTX_N (X7), and UX_N (X8).  

Less disruptive and smart crossovers can be created to operate in two steps: 

− Select one of the classifiers based on a strategy 
− Apply crossover only within that classifier 

As a result, four more crossover operators are implemented, utilizing tournament 
selection strategy with a tour size of two. A classifier is selected by comparing the 
total number of violations in each classifier at a level. 1PTX or UX is used on the 
selected classifier: 1PTX_SD (X5), UX_SD (X6), 1PTX_SN (X9), UX_SN (X10). 

Additionally, highly disruptive crossover operators are created, applying crossover 
on all classifiers at a level, one by one. 1PTX_AD (X11) applies 1PTX on all  
departments, while 1PTX_AN (X12) applies 1PTX on all nurses. More crossover 
techniques can be generated allowing different crossovers to be operational at each 
classifier in the same level. For example, while 1PTX can be applied on the first and 
fourth nurse schedules, UX can be applied on the second and third nurse schedules, 
assuming four nurses and a single department. Ultimately, this type of strategies 
might require an adaptive method to decide which crossover to apply. 

3.5   Hill Climbing 

Timetabling problems are also formulated as multi-criteria optimization problems. 
This formulation would be very useful, especially in the existence of different types 
of soft constraints. Several solutions might be obtained having comparable qualities. 
Obviously, while attempting to reduce the violations due to a constraint, overall qual-
ity of a suggested solution might worsen.  Applying a hill climbing method as a part 
of a hybrid algorithm is computationally expensive in timetabling problems. After 
each step is applied, the new configuration has to be evaluated in order to determine 
whether an improvement is provided or not. Yet, if the quality of solution increases, a 
hill climbing approach might be preferred. A violation directed hierarchical hill 
climbing method, denoted as VDHC is proposed as a part of a Memetic Algorithm for 
solving timetabling problems. Hill climbing is applied after mutation. VDHC pro-
vides cooperation of a set of hill climbers. 

4   Self Adaptive Violation Directed Hierarchical Hill Climbing 

VDHC represents a self adaptive approach which requires iterative application of a 
hill climbing method for a selected type of constraint as shown in Fig. 2. First, hierar-
chy levels to be used in VDHC are determined with an uppermost level chosen as a 
starting level to operate on. VDHC stays at a level as long as current candidate solu-
tion improves. It applies a selected hill climbing method, evaluating violations due to 
each constraint type, to a selected classifier at a level. If no improvement is con-
firmed, then VDHC reduces the area of concern to classifiers at one level down in the 
hierarchy. Hence, hierarchy level changes and the same steps of the algorithm repeat. 
VDHC terminates whenever a maximum number of steps is exceeded. Violation 
based selection methods are suggested.  
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Fig. 2. Pseudo-code of the VDHC approach 

4.1   VDHC for Nurse Rostering 

Three hierarchy levels are marked: H-level, D-level and N-level. As a classifier and 
constraint selection method a tournament selection is used. At the H-level classifier 
selection method always returns the whole chromosome. At the D-level, classifier 
selection method computes the violation contribution of each department to the over-
all fitness and selects one of them using tournament. Similarly, at the N-level, classi-
fier selection method computes the violation contribution of each nurse to the overall 
fitness and selects one of them. In order to select a classifier from the N-level, a de-
partment has to be determined. Hence, D-level classifier selection is done first. Then 
the violations caused by each constraint type are distinguished. One of the constraint 
types is selected, giving a higher chance to the hill climbing step of the related con-
straint type causing more violations. Selected hill climbing is applied to the predeter-
mined classifier to get rid of all the violations due to the related constraint type, pro-
ducing a new individual.  

Seven constraint based hill climbing methods are developed corresponding to each 
constraint type; SHC_HC, SNC_HC, SDC_HC, SSC_HC, ENC_HC, ODC_HC, 
RDC_HC. PRCs are handled by fixing assignments of related nurse shifts; hence, this 
constraint does not require application of a hill climbing method. SHC_HC checks 
departmental rosters and locates shifts without a nurse assignment. Then a nurse in 
the department is selected randomly and assigned to that shift. SNC_HC checks 
whether three consecutive shifts are night shifts or not. If they are, one of the shifts is 
changed to a day shift or marked as off-duty.  SDC_HC checks whether four consecu-
tive shifts are day shifts or not. If they are, one of the shifts is modified to a night shift 
or marked as off-duty.  SSCs are partially satisfied by the use of the representation. If 
a candidate solution contains a successive two day pattern night shift-day shift, 
SSC_HC modifies the second day shift as either a night shift or off-duty. ENC_HC 
transforms a night shift assigned to a nurse with rank 2 to a day shift or off-duty. 
ODC_HC modifies required number of off-duty assignments to either a day or a night 

1. Mark the hierarchy levels to be used 
2. Set current level to the top hierarchy level 
3. while (terminationCriteria-1 are not satisfied) do 

a. while (terminationCriteria-2 are not satisfied) 
do 
i. Start the traversal from the top until to 

the current level and select a classifier 
ii. Select a constraint type  

iii. Apply hill climbing for the selected  con-
straint type within the selected classifier 

b. end while 
c. Lower the hierarchy level  

4. end while 
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shift. RDC_HC attempts to realize nurse preferences. All choices and modifications in 
each hill climbing method are carried out randomly. In the tests the maximum number 
of hill climbing steps is a factor of chromosome length. 

5   Experiments 

A random nurse rostering problem instance generator (RNR) is implemented. 9 prob-
lem instances, produced by RNR, and a real data obtained from Memorial Hospital, 
labeled as rnd#id and mhtr, respectively, are used in the experiments. Characteristics 
of the data set are summarized in Table 1. All runs are repeated 50 times. Pentium IV 
2 GHz. machines with 256 MB RAM are used. Experiments are performed in three 
stages. In the first stage crossover operators are compared using rnd1-6 data. Opera-
tors are compared based on their ranks considering the number of violations of best 
achieved solutions averaged over runs. In the second stage, mutation operators are 
tested with the top crossover operator on the same data. In the final stage, all the data 
set is tested using the best MA. Experimental data can be reached at 
http://cse.yeditepe.edu.tr/~eozcan/TTML. 

Population is initialized randomly, and its size is a factor of the chromosome 
length. As a mate selection method linear ranking strategy is preferred, giving four 
times higher chance for the best individual than the worst one to be selected. All the 
runs are terminated whenever a fitness value of 0 is achieved, or whenever a maxi-
mum number of generations is exceeded. It is known that an optimal schedule is pos-
sible for the data used in the experiments. Hence, soft and hard constraints are not 
distinguished. Weight of each penalty is set to 1. Define success rate (s.r.) indicate 
the proportion of the successful runs yielding optimal solutions. As a replacement 
strategy, trans-generational MA (TGMA) with weak elitism is preferred, based on our 
previous experience ([4], [25], [26], [28]). Two best individuals are inherited to the 
next generation and the rest of them are obtained from the offspring pool. 

In the first stage of experiments M0 is fixed as a mutation operator. According to 
the results, 1PTX performs better than the rest of the crossover operators (Table 2). 
UX is the second best. All crossover operators, other than 1PTX and UX fail to find 
the optimal solution. Considering boundary based and smart crossover methods,  
 

Table 1. Characteristics of the data set used in the experiments. Number of departments and 
nurses are denoted as ndep and nnur, respectively. Percentage of nurses from each rank and 
average number of off-duty preferences of each nurse is denoted as pnr and avrpr, respectively. 

label mhtr rnd1 rnd2 rnd3 rnd4 rnd5 rnd6 rnd7 rnd8 rnd9 
ndep  4 3 3 3 4 4 4 6 8 6 
nnur 20 21 21 21 21 21 21 34 51 66 
pnr0 0.33 0.42 0.18 0.28 0.14 0.19 0.13 0.18 0.19 0.36 
pnr1 0.48 0.32 0.51 0.42 0.47 0.46 0.47 0.47 0.47 0.35 
pnr2 0.19 0.28 0.32 0.32 0.42 0.37 0.42 0.38 0.35 0.30 

avrpr 0.55 1.95 0.67 2.19 1.67 2.33 0.95 1.97 1.88 2.09 



 Memetic Algorithms for Nurse Rostering 489 

 

Table 2. Results of the first stage experiments, indicating the rank of each crossover operator 

Label X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 

rnd1 1 2 11 12 9 4 10 8 7 3 6 5 

rnd2 1 1 10 11 8 3 9 7 5 2 4 6 

rnd3 1 1 10 11 8 3 9 7 6 2 5 4 

rnd4 1 2 11 12 9 4 10 8 7 3 5 6 

rnd5 1 2 11 12 9 4 10 6 8 3 5 7 

rnd6 1 2 11 12 9 4 10 6 7 3 5 8 

Table 3. Results of the 2nd stage experiments, indicating s.r. of each mutation operator 

Label M0 M1 M2 M3 M4 

rnd1 0.99 0.96 0.56 0.00 0.48 

rnd2 1.00 1.00 1.00 0.08 0.90 

rnd3 1.00 1.00 1.00 0.00 0.84 

rnd4 0.98 0.98 0.66 0.00 0.52 

rnd5 1.00 1.00 0.94 0.00 0.72 

rnd6 1.00 1.00 0.98 0.00 0.86 

avr 0.99 0.96 0.56 0.00 0.48 

Table 4. Results obtained using MA with the best set of operators on the data set 

Label s.r. Avr.Gen./Run std. Avr.Eval./Gen. std. 

mhtr 0.72 1,736 2,881 1,176 1,178 

rnd1 0.99 219 660 1,293 1,293 

rnd2 1.00 42 44 1,333 1,333 

rnd3 1.00 51 53 1,302 1,302 

rnd4 0.98 265 787 1,306 1,306 

rnd5 1.00 148 301 1,299 1,299 

rnd6 1.00 61 62 1,330 1,330 

rnd7 0.99 181 857 2,092 2,092 

rnd8 1.00 96 99 3,155 3,155 

rnd9 1.00 145 167 3,928 3,928 

the ones operating on N-level perform better. X3 and X4 are the worst crossover 
methods. X10, X6, X11, X12 and X9 are the top five crossovers in the given order 
following the traditional operators. Whenever these top crossover operators are used, 
on average less than 21 violations are left unresolved.  

In the second stage experiments 1PTX is fixed as a crossover operator. According 
to the experimental results, performance of operators are from the best towards the 
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worst is M0, M1, M2, M4 and M3 (Table 3). M0 and M1 perform approximately the 
same, while M3 is the worst mutation operator, failing to find the optimal solution in 
most of the cases. In the last generations, a single violation is left to be resolved for all 
mutations, except M3. Violation directed smart mutation operators turn out to be 
more effective than the crossover operators. 

TGMA performs best whenever M0 and X1 are used. TGMA reduces the number 
of violations rapidly in few hundreds of generations on average as established in Table 
4. A run of the best MA takes less than 3 minutes on average for all data. Real data 
turns out to be the hardest problem instance of all. Genetic Algorithm version of the 
best MA without VDHC is applied to the real data. MA outperforms the GA version.  

6   Conclusions 

Timetabling is an interdisciplinary research area, containing many subclasses, such as, 
nurse rostering, course timetabling, examination timetabling. As an attempt to  
propose a general solver for timetabling problems ([4], [25], [26], [27]) a nurse roster-
ing problem is investigated. A real world data obtained from Memorial Hospital and 
randomly generated data set are used as a test bed. Various mutation and crossover 
operators, including boundary oriented and smart genetic operators are presented to 
be used in timetabling problems. Several of these operators and proposed self  
adaptive violation directed hierarchical hill climbing operator (VDHC) are experi-
mented within Memetic Algorithms. These operators can be used in other approaches 
as well. 

VDHC and suggested operators exploit the underlying structure of problem in-
stances. VDHC boosts the performance of the GA for nurse rostering as expected. 
Using a hierarchy of levels provides means to correct conflicts once and for all, or for 
a group of events, or for a single event.  Violation directed operators; especially smart 
mutations achieve promising performances. 

Proposed framework enables researchers to design a variety of operators. Such op-
erators are already used by some researchers. For example, the shake operators sug-
gested in [10] are a subset of genetic operators described for the MAs in Section 3. 
Other than static arrangement of data, dynamic arrangement is also possible. For ex-
ample, considering a nurse rostering problem, shift assignments of nurses in the same 
period forms a dynamic arrangement. List of nurses might change from one candidate 
solution to another. More operators can be designed to work on these dynamic ar-
rangements in a similar manner as discussed for static arrangements. Combining these 
operators underneath a hyper-heuristic might yield good solutions. As a future work, 
different combinations of hill climbing methods and genetic operators will be investi-
gated. MA with VDHC will be compared to a multimeme strategy [22]. 
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Abstract. Many classification algorithms require that training exam-
ples contain only discrete values. In order to use these algorithms when
some attributes have continuous numeric values, the numeric attributes
must be converted into discrete ones. This paper describes a new way
of discretizing numeric values using information theory. The amount of
information each interval gives to the target attribute is measured us-
ing Hellinger divergence, and the interval boundaries are decided so that
each interval contains as equal amount of information as possible. In or-
der to compare our discretization method with some current discretiza-
tion methods, several popular classification data sets are selected for
discretization. We use naive Bayesian classifier and C4.5 as classification
tools to compare the accuracy of our discretization method with that of
other methods.

1 Introduction

Discretization is a process which changes continuous numeric values into discrete
categorical values. It divides the values of a numeric attribute into a number of
intervals, where each interval can be mapped to a discrete categorical or nominal
symbol. Most real-world applications of classification algorithm contain contin-
uous numeric attributes. When the feature space of data includes continuous
attributes only or mixed type of attributes (continuous type along with dis-
crete type), it makes the problem of classification vitally difficult. For example,
classification methods based on instance-based measures are generally difficult
to apply to such data because the similarity measures defined on discrete val-
ues are usually not compatible with similarity of continuous values. Alternative
methodologies such as probabilistic modeling, when applied to continuous data,
require an extremely large amount of data.

In addition, poorly discretized attributes prevent classification systems from
finding important inductive rules. For example, if the ages between 15 and 25
mapped into the same interval, it is impossible to generate the rule about the
legal age to start military service. Furthermore, poor discretization makes it dif-
ficult to distinguish the non-predictive case from poor discretization. In most
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cases, inaccurate classification caused by poor discretization is likely to be con-
sidered as an error originated from the classification method itself. In other
words, if the numeric values are poorly discretized, no matter how good our
classification systems are, we fail to find some important rules in databases.

In this paper, we describe a new way of discretizing numeric attributes. We
discretize the continuous values using a minimum loss of information criterion.
Our discretization method is supervised one since it takes into consideration the
class values of examples, and adopts information theory as a tool to measure
the amount of information each interval contains. A number of typical machine
learning data sets are selected for discretization, and these are discretized by both
other current discretization methods and our proposed method. To compare the
correctness of the discretization results, we use the naive Bayesian classifier and
C4.5 as the classification algorithms to read and classify data.

The structure of this paper is as follows. Section 2 introduces some current
discretization methods. In Section 3, we explain the basic ideas and theoretical
background of our approach. Section 4 explains the brief algorithm and cor-
rectness of our approach, and experimental results of discretization using some
typical machine learning data sets are shown in Section 5. Finally, conclusions
are given in Section 6.

2 Related Work

Although discretization influences significantly the effectiveness of classification
algorithms, not many studies have been done because it usually has been con-
sidered a peripheral issue. Among them, we describe a few well-known methods
in machine learning literature.

A simple method, called equal distance method, is to partition the range
between the minimum and maximum values into N intervals of equal width.
Another method, called equal frequency method, chooses the intervals so that
each interval contains approximately the same number of training examples;
thus, if N = 10, each interval would contain approximately 10% of the examples.
However, with both of these discretizations, it would be very difficult or almost
impossible to learn certain concepts.

Some classification algorithms such as C4.5 [11] and PVM [13] take into
account the class information when constructing intervals. For example, in C4.5,
an entropy measure is used to select the best attribute to branch on at each node
of the decision tree. And that measure is used to determine the best cut point
for splitting a numeric attribute into two intervals. A threshold value, T , for the
continuous numeric attribute A is determined, and the test A ≤ T is assigned
to the left branch while A > T is assigned to the right branch. This cut point is
decided by exhaustively checking all possible binary splits of the current interval
and choosing the splitting value that maximizes the entropy measure.

Fayyad [6] has extended the method of binary discretization in and C4.5
[11], and introduced multi-interval discretization, called Entropy Minimization
Discretization(EMD), using minimum description length(MDL) technique. In
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this method, the data are discretized into two intervals and the resulting class
information entropy is calculated. A binary discretization is determined by se-
lecting the cut point for which the entropy is minimal amongst all candidates.
The binary discretization is applied recursively, always selecting the best cut
point. A minimum description length criterion is applied to decide when to stop
discretization. This method is implemented in this paper, and used in our expri-
mental study.

Fuzzy discretization(FD), proposed by Kononenko [8], initially forms k equal-
width intervals using equal width discretization. Then it estimates p(ai < Xi ≤
bi|C = c) from all training instances rather than from instances that have value
of Xi in (ai, bi). The influence of a training instances with value v of Xi on
(ai, bi) is assumed to be normally distributed with the mean value equal to
v. The idea behind fuzzy discretization is that small variation of the value of
a numeric attribute should have small effects on the attribute’s probabilities,
whereas under non-fuzzy discretization, a slight difference between two values,
one above and one below the cut point can have drastic effects on the estimated
probabilities. The number of initial intervals k is a predefined parameter and is
set as 7 in our experiments. This method is also implemented and used in our
experimental study.

Khiops [3] proposes a discretization method using chi-square statistic. This
method optimizes the chi-square criterion in a global manner on the whole dis-
cretization domain. It is a bottom-up method which starts with the discretization
from the elementary single value intervals. It then evaluates all merges between
adjacent intervals and selects the best one based on the chi-square criterion, and
iterates.

Even though some algorithms use dynamic discretization methods, it might
still be preferable to use static discretization. Using static discretization as a pre-
processing step, we can see significant speed up for classification algorithm with
little or no loss of accuracy [4]. The increase in efficiency is due to that the dy-
namic algorithm, such as C4.5/CART, must re-discretize all numeric attributes
at every node in the decision tree while in static discretization all numeric at-
tributes are discretized only once before the classification algorithm runs.

3 Hellinger-Based Discretization

It is seldom possible to verify that a given discretization is reasonable because
a classification algorithm can hardly distinguish a non-predictive case from a
poorly discretized attribute. In general, it is seldom possible to know what the
correct or optimal discretization is unless the users are familiar with the problem
domain. Another problem which complicates evaluation is that discretization
quality depends on the classification algorithms that will use the discretization.
Even though it is not possible to have an optimal discretization with which to
compare results, some notion of quality is needed in order to design and evaluate
a discretization algorithm.
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The primary purpose of discretization, besides eliminating numeric values
from the training data, is to produce a concise summarization of a numeric
attribute. An interval is essentially a summary of the relative frequency of classes
within that interval. Therefore, in an accurate discretization, the relative class
frequencies should be fairly consistent within an interval(otherwise the interval
should be split to express this difference) but two adjacent intervals should not
have similar relative class frequencies(otherwise the intervals should be combined
to make the discretization more concise). Thus, the defining characteristic of
a high quality discretization can be summarized as: maximizing intra-interval
uniformity and minimizing inter-interval uniformity.

Our method achieves this notion of quality by using an entropy function.
The difference between the class frequencies of the target attribute and the class
frequencies of a given interval is defined as the amount of information that the in-
terval gives to the target attribute. The more different these two class frequencies
are, the more information the interval gives to the target attribute. Therefore,
defining an entropy function which can measure the degree of divergence be-
tween two class frequencies is crucial in our method and will be explained in the
following.

3.1 Measuring Information Content

The basic principle of our discretization method is to discretize numeric values
so that each discretized interval has as equal amount of information as possible.
In other words, we define the amount of information that a certain interval
contains as the degree of divergence between a priori distribution and a posteriori
distribution of the target attribute. Therefore, the critical part of our method
is to select or define an appropriate measure of the amount of information each
interval gives to the target attribute.

In our approach, the interpretation of the amount of information is defined
in the following. For a given interval, its class frequency distribution is likely
to differ from that of the target attribute. The amount of information an inter-
val provides is defined as the dissimilarity(divergence) between these two class
frequencies. We employ an entropy function in order to measure the degree of
divergence between these two class frequencies.

Some entropy functions have been used in this direction in machine learning
literature. However, the purpose of these functions is different from that of ours.
They are designed to decide the most discriminating attributes for generating
decision trees [11]. Suppose X is the target attribute and it has k discrete values,
denoted as x1, x2, . . . , xk. Let p(xi) denote the probability of xi. Assume that
we are going to discretize an attribute A with respect to the target attribute X .
Suppose A = ai and A = ai+1 are boundaries of an interval, and this interval
is mapped into a discrete value a. Then the probability distribution of X under
the condition that ai ≤ A < ai+1 is possibly different from a priori distribution
of X . We will introduce several studies for measuring divergence from machine
learning literature and information theory literature.
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In machine learning literature, C4.5 [11], which generates decision trees from
data, has been widely used for rule induction. It uses the following formula, called
information gain, for estimating the information given from A = a about X .

H(X) − H(X |a) =
∑

t

p(t) log
(

1
p(t)

)
−
∑

t

p(t|a) log
(

1
p(t|a)

)
. (1)

It takes into consideration both a priori and a posteriori probabilities. It calcu-
lates the difference between the entropy of a priori distribution and that of a
posteriori distribution, and uses the value to determine the most discriminating
attribute of decision tree. However, it sometimes fails to calculate the divergence
between two distributions correctly. Calculating the average value of each prob-
ability, it cannot detect the divergence of the distributions in the case that one
distribution is a permutation of the other.

In information theory literature, several studies are done about divergence
measure. Kullback [9] derived a divergence measure, called I-measure, defined as

∑
i

p(xi|a) log
p(xi|a)
p(xi)

. (2)

Another group of divergence measure, widely used in information theory, includes
Bhattacharyya divergence [2] and Renyi divergence [12].

However, since these measures are originally defined on continuous variables,
there are some problems when these are applied to discrete values. These mea-
sures are not applicable in case one or more than one of the p(xi) are zero.
Suppose that one class frequency of a priori distribution is unity and the rest
are all zero. Similarly, one value of a posteriori distribution is unity and the rest
are all zero. Then Kullback divergence, Renyi divergence and Bhattacharyya di-
vergence are not defined in this case, and we cannot apply these directly without
approximating the original values.

In this paper, we adopt Hellinger divergence [7] which is defined as

∣∣∣∣∣∑
i

(
√

p(xi) −
√

p(xi|a))2
∣∣∣∣∣
1/2

. (3)

It was originally proposed by Beran [1], and unlike other divergence measures,
this measure is applicable to any case of probability distribution. In other words,
Hellinger measure is continuous on every possible combination of a priori and
a posteriori values. It can be interpreted as a distance measure where distance
corresponds to the amount of divergence between a priori distribution and a
posteriori distribution. It becomes zero if and only if both a priori and a poste-
riori distributions are identical, and ranges from 0 to

√
2. Therefore, we employ

Hellinger divergence as a measure of divergence, which will be used as the in-
formation amount of intervals. The entropy of an interval I described above is
defined as follows.
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Definition 1. The entropy of an interval I is defined as follows:

E(I) =

∣∣∣∣∣∑
i

(√
p(xi) −

√
p(xi|I)

)2
∣∣∣∣∣
1/2

. (4)

4 Discretizing Algorithm

The algorithm consists of an initialization step and a bottom up combining
process. As part of the initialization step, the training examples are sorted ac-
cording to their values for the attribute being discretized and then each example
becomes its own interval. The midpoint between each successive pair of values
in the sorted sequence is called a potential cutpoint. Each cutpoint associates
two adjacent intervals(or point values), and its corresponding entropy is defined
as follows.

Definition 2. The entropy of a cutpoint C, adjacent to interval a and b, is
defined as follows.

E(C) = E(a) − E(b). (5)

If the class frequency of these two intervals are exactly the same, the cutpoint
is called in-class cutpoint, and if not, the cutpoint is called boundary cutpoint.
In other words, if two adjacent point values or intervals have different class fre-
quencies, their midpoint(cutpoint) is defined as boundary cutpoint. Intuitively,
discretization at in-class cutpoints are not desirable because it separates exam-
ples of one class. Therefore, boundary cutpoint must have high priority to be
selected for discretization.

In combining process, the amount of information that each interval gives
to the target attribute is calculated using Hellinger divergence. For each pair of
two adjacent intervals, the system computes the informational difference between
them. The least value of difference will be selected and its corresponding pair
of intervals will be merged. Merging process continues until the system reaches
the maximum number of intervals(k) usually given by users. The value of k,
maximum number intervals, is determined by selecting a desired precision level
the user wants. The standard recommended value of k is to set the value between
3 to 10 depending on the domain to prevent an excessive number of intervals
from being created. Figure 1 shows the abstract algorithm of the discretization
method.

We have the following theorem which shows the correctness of our discretiza-
tion algorithm.

Theorem 1. The in-class cutpoints are not to be selected for discretization un-
less all boundary cutpoints are exhausted for discretization.

The proof is omitted due to space limit. This theorem implies that in our al-
gorithm discretization keeps occurring only at boundary cutpoints unless it ex-
hausts all boundary cutpoints. By doing so, it prevents the in-class cutpoints
from being selected for discretization.
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Input : a1, a2, . . ., aN (sorted and distinct numeric values)

a0 = a1; aN+1 = aN ;
K:=maximum number of interval;
/* Initialization step */
for i=1 to N do

INTVL= {Ii = (pi, qi)|pi = (ai−1 + ai)/2, qi = (ai + ai+1)/2};
end

/* Entropy of each interval */
for each Ii ∈ INTVL do

E(Ii) =

∣
∣
∣
∑

j
(
√

P (aj) −
√

P (aj |Ii))
2

∣
∣
∣
1/2

;

end

/* Entropy of each cutpoint */
for i=1 to N-1 do

E(pi) = E(Ii) − E(Ii+1);
end

repeat N-K times do

MERGE=cutpoint with least value of E;
merge two intervals of MERGE;

end

return INTVL;

Fig. 1. Discretization Algorithm

The computational complexity of our discretization method is given as O(n),
where n is the number of examples.

Lemma 1. Suppose n is the number of examples. The complexity of the proposed
discretization method is given as

O(n) (6)

The proof of the lemma is trivial based on the pseudo code in Figure 1.

5 Empirical Results

Because our discretization method is not itself a classification algorithm it cannot
be tested directly for classification accuracy, but must be evaluated indirectly in
the context of a classification algorithm. Therefore, our discretization method
will be used to create intervals for two well-known classification systems: naive
Bayesian classifier and C4.5 [11].

In our experimental study, we compare our proposed method with Fuzzy
Discretization(FD) [8], as a preprocessing step to the C4.5 algorithm and naive-
Bayes classifier. C4.5 algorithm is a state-of-the-art method for inducing decision
trees. The naive Bayes classifier computes the posterior probability of the classes
given the data, assuming independence between the features for each class.

For the test data set, we have chosen eight datasets. Table 1 shows the
datasets we chose for our comparison. These datasets are obtained from the
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UCI repository [10] such that each had at least one continuous atribute. We
used 10-fold cross-validation technique and, for each experiment, the training
data are separately discretized into seven intervals by Fuzzy Discretization(FD)
[8] and our proposed discretization method, respectively. The intervals so formed
are separately applied to the test data. The experimental results are recorded
as average classification accuracy that is the percentage of correct predictions of
classification algorithms in the test across trials.

Table 2 shows the classification results of naive Bayes classifier using the
different discretization methods. As we can see, our discretization method shows

Table 1. Description of datasets

Dataset Size Numeric Categorical Classes
Anneal 898 6 32 6
Breast 699 10 0 2
Glass 214 9 0 3
Hepatitis 155 6 13 2
Horse-colic 368 8 13 2
Hypothyroid 3163 7 18 2
Iris 150 4 0 3
Vehicle 846 18 0 4

Table 2. Classification results using naive Bayesian method

Dataset FD Proposed method
Anneal 92.3 89.2
Breast 96.3 97.2
Glass 64.8 68.1
Hepatitis 87.7 88.3
Horse-colic 81.5 78.4
Hypothyroid 97.2 97.0
Iris 94.7 96.6
Vehicle 59.6 62.8

Table 3. Classification results using C4.5

Dataset FD Proposed method
Anneal 89.2 87.3
Breast 91.5 95.8
Glass 69.2 70.1
Hepatitis 85.4 87.2
Horse-colic 81.5 82.7
Hypothyroid 98.8 97.3
Iris 95.6 96.3
Vehicle 62.7 66.4
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Fig. 2. Classification accuracy versus number of intervals

better results than other method in most data sets. In five cases among eight
datasets, our method showed better classification accuracy.

Table 3 shows the results of classification for each data set using C4.5, and
we can easily see that our discretization method shows the better classification
accuracy in most cases. In six cases among eight datasets, our method showed
the better classification accuracy.

Determining the right value of maximum number of intervals significantly
effects the correctness of discretization. Too small number of intervals prevents
important cutpoints from being discretized while too many cuts produce unnec-
essary intervals. In order to see the effect of the number of intervals, we applied
naive Bayesian classifier to iris data set with different number of intervals, and
the results are shown in Figure 2. For iris data set, when the attribute is dis-
cretized into 5-7 intervals, its classification result shows better accuracies while
the number of intervals is greater than 7 or less than 5, the classification accuracy
drops significantly.

6 Conclusion

In this paper, we proposed a new way of discretizing numeric attributes, con-
sidering class values when discretizing numeric values. Using our discretization
method, the user can be fairly confident that the method will seldom miss im-
portant intervals or choose an interval boundary when there is obviously a better
choice because discretization is carried out based on the information content of
each interval about the target attribute. Our algorithm is easy to apply because
all it requires for users to do is to provide the maximum number of intervals.

Our method showed better performance than other traditional methods in
most cases. Our method can be applied virtually to any domain, and is applicable
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to multi-class learning(i.e. domains with more than two classes–not just positive
and negative examples).

Another benefit of our method is that it provides a concise summarization of
numeric attributes, an aid to increasing human understanding of the relationship
between numeric features and the class attributes.

One problem of our method is the lack of ability to distinguish between true
correlations and coincidence. In general, it is probably not very harmful to have
a few unnecessary interval boundaries; the penalty for excluding an interval
is usually worse, because the classification algorithm has no way of making a
distinction that is not in the data presented to it.

References

1. Beran R. J.: Minimum Hellinger Distances for Parametric Models, Ann. Statistics,
Vol. 5 (1977) 445-463

2. Kadota T., Shepp L. A.: On the Best Finite Set of Linear Observables for discrim-
inating two Gaussian signals, IEEE Transactions on Information Theory, Vol. 13
(1967) 278-284

3. Boulle M.: Khiops: A Statistical Discretization Method of Continuous Attributes,
Machine Learning, Vol. 55 (2004) 53-69

4. Catlett J.: On changing continuous attributes into ordered discrete attributes. In
European Working Session on Learning (1991)

5. Dougherty J., Kohavi R., Sahami M.: Supervised and Unsupervised Discretization
of Continuous Features, 12th Int’l Conf. on Machine Learning (1995)

6. Fayyad U. M., Irani K. B.: Multi-Interval Discretization of Continuous-Valued
Attributes for Classification Learning, 13th International Joint Conference of Ar-
tificial Intelligence (1993) 1022-1027

7. Ying Z.: Minimum Hellinger Distance Estimation for Censored Data, The Annals
of Statistics, Vol. 20, No. 3 (1992)

8. Kononenko I.: Inductive and Bayesian Learning in Medical Diagnosis, Applied Ar-
tificial Intelligence, Vol. 7 (1993) 317-337

9. Kullback S.: Information Theory and Statistics, New York: Dover Publications
(1968)

10. Murphy P. M., Aha D. W.: UCI repository of machine learning databases.
http://www.ics.uci.edu/ mlearn (1996)

11. Quinlan J. R.: C4.5: Programs for Machine Learning, Morgan Kaufmann Publisher
(1993)

12. Renyi A.: On Measures of Entropy and Information, Proceedings of Fourth Berkeley
Symposium, Vol. 1 (1961) 547-561

13. Weiss S. M., Galen R. S., Tapepalli P. V.: Maximizing the predictive value of
production rules, Artificial Intelligence, Vol. 45 (1990) 47-71



System Identification Using Genetic
Programming and Gene Expression

Programming

Juan J. Flores and Mario Graff

División de Estudios de Posgrado, Facultad de Ingenieŕıa Eléctrica,
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Abstract. This paper describes a computer program called ECSID that
automates the process of system identification using Genetic Program-
ming and Gene Expression Programming. ECSID uses a function set,
and the observed data to determine an ODE whose behavior is similar
to the observed data. ECSID is capable to evolve linear and non-linear
models of higher order systems. ECSID can also code a higher order sys-
tem as a set of higher order equations. ECSID has been tested with linear
pendulum, non-linear pendulum, mass-spring system, linear circuit, etc.

1 Introduction

System identification (SID) is concerned with building a model from input-
output observations. The model is represented as a mathematical formula. Lin-
ear system identification methods have been widely studied (e.g. [1]). However,
these methods involve a complicated process that usually can only be followed
by an expert. Nonlinear system identification remains a difficult task because,
frequently there is not enough information about the system (i.e. the structure’s
system is unknown).

This article introduces a system called ECSID (Evolutionary Computation
based System Identification). ECSID is a system that creates a model from
observed data using evolutionary techniques; it uses GP (Genetic Programming
[2]) and GEP (Gene Expression Programming [3]).

In order to find a model ECSID only needs the observed data and a function
set. ECSID represents the evolve system as an ordinary differential equation
(ODE). it has the following features.

– Evolve higher order ODEs.
– Evolve linear higher order ODEs.
– Only needs the maximum order of the system.
– Use GP or GEP to discover the model.

Section 2 presents related work. Section 3 briefly introduces Genetic Pro-
gramming and Gene Expression Programming. Section 4 presents the method-
ology used in ECSID. Section 5 presents the results. Section 7 presents the
conclusions and proposes some ideas for future work.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 503–511, 2005.
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2 Related Work

Bradley et al [4] built a system called PRET for system identification. PRET
automates the system identification process by building a layer of artificial intel-
ligence techniques around a set of traditional formal engineering methods. PRET
builds models using meta-domain information about the system and hypotheses
given by the user.

Gray et al [5] used GP to model a system of fluid flow through pipes. They
used GP to find the system’s structure and Nelder-Simplex and Simulated An-
nealing to optimize the system’s parameters. Their program can evolve only
first-order systems of ordinary differential equations.

Weinbrenner [6] used genetic programming to model a helicopter engine. Ge-
netic Programming was used to find the system structure and a search procedure
(Nelder-Simplex and Simulated Annealing) to optimize the system parameters.
He used automatically defined functions (ADFs) [2] to incorporate dynamic be-
havior to the system. His procedure was not able to produce a system of ordinary
differential equations.

Cao et al [7] modeled a system of ordinary differential equations, using ge-
netic programming and genetic algorithms. Genetic Programming was used to
discover the system’s structure while genetic algorithms were used to optimize
its parameters. Cao evolved a higher order system, expressed as a set of first
order equations (SODE) and higher order ordinary differential equations. Cao
cannot evolve a system of higher order differential equations, but only a higher
order differential equation (HODE). They always evolve equations of the same
order, and the order has to be provided by the user.

Hinchliffe [8] models a system from observed data, but his models were not
ODEs instead were based on previous values of their inputs.

The conclusion section enumerates some of the characteristics presented by
ECSID, which are not contained in the works mentioned in this section.

3 Genetic Programming and Gene Expression
Programing

Genetic Programming [2] and Gene Expression Programming [3] are evolutionary
tools inspired in the Darwinian principle of natural selection and survival of the
fittest individual. These methods use an initial random population and apply
genetic operators to this population until the algorithm finds an individual that
satisfies some termination criteria.

GP and GEP are evolutionary tools which evolve computer programs. GP
represents the computer program as a tree structure, while GEP uses a string.
Each string represents a tree structure (Figure 1 shows this representation).

The genetic operators generally used by GP are: crossover and mutation.
Crossover choose two individuals in the population and merges them to build
other two individuals. The procedure used by crossover is to select a sub-tree
from each individual and swap these sub-trees. Mutation chooses an individual
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Fig. 1. Convert a chromosome to a tree expression

from the population and randomly changes a node in the tree structure by
another. These operators are better described in [2].

The genetic operators used by GEP are: Mutation, Root transposition, Gene
transposition, one-point recombination, two-point recombination, and gene re-
combination. These operators are deeply described in [3].

4 ECSID

ECSID can use either GP or GEP to determine ODEs, it can evolve higher-
order differential equation and higher-order differential equation system. ECSID
can evolve linear equations with constant or variable coefficients. The system is
represented in GEP by a multi-chromosome where each chromosome represents
an equation. In GP each individual has a list of s-expressions, where each s-
expression represents an equation. All the equations evolved by ECSID have the
following form:

y(n) = f(t, y, y′, y′′, · · · , y(n−1)) (1)

ECSID evolves only the right part of the Equation 1. The order of the system
is determined by the higher order element. Figure 2 shows the 0DE d2x

d2t = 7 dx
dt +

10x+ 12 represented in ECSID. In this figure it is observed that ECSID evolves
only the right part of the Equation 1. In order to integrate Equation 1 ECSID
needs to build a system with the form of Equation 2.⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

y′
1 = y2

y′
2 = y3

...
yn = f(t, y1, y2, · · · , yn)

(2)

Equation 2 is formed by replacing the following variables y1 = y, y2 =
y′, y3 = y′′, · · · , yn = y(n−1).

There are some experiments in which is necessary to evolve linear systems,
in order to evolve a linear model we introduced an operator called “coefficient”.
This operator receives any s-expression and a constant, then “coefficient” mul-
tiplies the s-expression with the constant. Alternatively we introduce a method
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Fig. 2. ODE represented in ECSID

that checks if the equation is linear. If it is not, the fitness function will be de-
creased. This is useful when we do not want to use the “coefficient” method but
we want to evolve only linear equations.

ECSID is capable to find the order of the system, the user sets the maximum
order and ECSID evolves systems up to this.

ECSID uses the standard evolutionary computation procedure, random pop-
ulation, fitness proportional selection and elitism. The fitness function is the
absolute difference of the errors Σ|e|. The table 1 shows the parameters used in
ECSID.

In order to compare experiments from different domains, we use the correla-
tion coefficient (Equation 3). The correlation coefficient gives a number between
−1 and 1 where 1 means that the curves are equal.

r =
n
∑

xy −
∑

x
∑

y√
[n
∑

x2 − (
∑

x)2][n
∑

y2 − (
∑

y)2]
(3)

The evaluation method used by ECSID is shown below (Evaluation ). This
method receives an individual to be evaluated and a list t , where each element of
t represents time. CreateTrees builds trees from the individual. Order identifies
the system’s order. Each equation of the system can be of different order therefore
it returns a list. Lines 3 and 4 punish non-linear individuals in the case of a
linear assumption. Eval evaluates the equations using the system order and an
integration method (4th order Runge-Kutta). Evaluation returns the values of
the individual in t .

Table 1. Genetic operators’ parameters

Genetic Operator Probability
Mutation 0.2
Crossover 0.8

is-transposition 0.1
ris-transposition 0.1

gene-transposition 0.1
one-point recombination 0.3
two-point recombination 0.3

gene-recombination 0.1
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Evaluation(individual, t)
1 trees ← CreateTrees(individual)
2 n ← order(trees)
3 if EvolveLinear() and IsLinear(trees) = nil
4 then return ∞
5 return Eval(n, trees, t)

5 Modeling Experiments

This section presents the results obtained using ECSID; these results were ob-
tained running the experiments 20 times and the best individual of all is selected.
Each experiment was run for 500 generations and the population size is 500. The
termination criteria is when the correlation coefficient is r ≥ 0.99.

5.1 Example 1

This example identifies a model for a linear pendulum. Equation 4 shows the
system to identify with the initial conditions f(0) = 1, f ′(0) = 0.

d2θ

d2t
= −19.6θ (4)

Equations 5 and 6 show the result using GEP and GP respectively. Figure 3
shows Equation 4, 5 and 6, the equations obtained by ECSID are good. You can
see that ECSID found the structure of the system but could not find the exact
parameters. Table 2 shows the correlation coefficient.

d2θ

d2t
= −19.33501θ (5)

d2θ

d2t
= −20θ (6)

5.2 Example 2

This example is a non-linear pendulum with friction. Equation 7 shows the
model, the initial conditions are the same than those of the previous example.

d2θ

d2t
= −2

dθ

dt
− 19.6sin(θ) (7)

Equations 8 and 9 show the result using GEP and GP respectively. Both
methods find a good model; the correlation coefficient is above r ≥ 0.99 (Table 2).
These equations (8 and 9) do not have the same structure that the system but
they are good models. Figure 4 shows the behavior exhibited by those models.
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d2θ

d2t
= −2θ

dθ

dt
− 2

dθ

dt
− 20θ (8)

d2θ

d2t
= −2.3048492976

dθ

dt
− 19.3437292976θ (9)

5.3 Example 3

In this example we model a coupled mass-spring system Equation 10 shows the
system with the initial conditions f(0) = 1, f ′(0) = 0, g′ = 2, g′(0) = 0. This sys-
tem is different than the other examples because it has two second order equations.

d2x

d2t
= −5x + 2y

d2y

d2t
= 2x − 2y

(10)
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GEP and GP gave the same Equation 11, the correlation coefficient is r = 1,
you can see that neither the structure nor the parameters are the same that
Equation 10. Figure 5 shows the behavior exhibited by those models (each model
has two equations).

d2x

d2t
= −x

d2y

d2t
= −y

(11)

6 Example 4

This example shows a linear circuit Equation 12 presents the system with the
initial conditions f(0) = 0, g(0) = 0. This system is different than the other
examples because it is linear, therefore ECSID needs to find a linear model.

dx

dt
= −20x + 10y + 100

dy

dt
= 10x − 20y

(12)

Equations 13 and 14 show the results using GEP and GP respectively. Both
methods find a good model and both models are linear. GP found the structure
of the model but it did not found the exact same coefficients. Figure 6 shows the
behavior exhibited by those models.

dx

dt
=

1424
25

− 8x

dy

dt
=

1399
50

− 4x

(13)



510 J.J. Flores and M. Graff

dx

dt
= −19.09362x + 4y + 109.37688

dy

dt
= 6x − 11y

(14)

Table 2 shows the results of the experiments, you can see that the correlation
coefficient is above r ≥ 0.99 in three experiments and it is r = 1 in one exper-
iment. The last column I(M, i, z) is the minimum number of individuals that
need to be proceed in order to obtain a satisfactory model [2]. The symbol N/A,
in the last column, means that we do not have enough information to obtain
I(M, i, z). This is because we only get one satisfactory model from the twenty
independent runs, meanwhile in the others experiments we obtain at least five
satisfactory models from the twenty independent runs.
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Fig. 6. Linear circuit

Table 2. Results using GP and GEP

Method Problem r I(M, i, z)
GEP Linear pendulum (Eq. 5) r = 0.99635 N/A

GP Linear pendulum (Eq. 6) r = 0.99201 N/A

GEP Pendulum with friction (Eq. 8) r = 0.99822 154783
GP Pendulum with friction (Eq. 9) r = 0.99697 278609

GEP Coupled mass-springs (Eq. 11) r1 = 1, r2 = 1 41276
GP Coupled mass-springs (Eq. 11) r1 = 1, r2 = 1 42761

GEP Circuit (Eq. 13) r1 = 0.98623,
r2 = 0.99753 N/A

GP Circuit (Eq. 14) r1 = 0.99579,
r2 = 0.99491 N/A
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7 Conclusions

We presented the results obtained with ECSID. ECSID found good models for
linear pendulum, non-linear pendulum with friction, coupled mass-spring, and
linear circuit.

ECSID has the following advantages compared to related work.

– ECSID can model higher order system expressed as as a set of higher order
equations (Example 5.3).

– ECSID is capable to determine the order of the system, the user sets the
maximum order and it evolves systems up to that limit. Cao’s system can
only evolve equations of the same order.

– ECSID can evolve a linear model.

In our work we have not found the necessity to use genetic algorithms or a
search procedure to optimize the system’s parameters. GP by itself does a good
work on finding a good model.

ECSID has proved to be useful in system identification, but it needs to be
improved. Below there is a list of the future work.

– Test ECSID with noisy data and with real experiments.
– Explore the differences between GP and GEP and to identify which one of

them is better.
– Improve the usability of ECSID

ECSID can be downloaded from [9].
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Boğaziçi University, Department of Computer Engineering, 34342 Bebek, Istanbul, Turkey
akin@boun.edu.tr

Abstract. A real world environment is often partially observable by the agents
either because of noisy sensors or incomplete perception. Autonomous strategy
planning under uncertainty has two major challenges. First, autonomous seg-
mentation of the state space for a given task; Second, emerging complex behav-
iors that deal with each state segment. This paper suggests a new approach that
handles both by utilizing combination of various techniques, namely ARKAQ-
Learning (ART 2-A networks augmented with Kalman Filters and Q-Learning).
The algorithm is an online algorithm and it has low space and computational
complexity. The algorithm was run for some well known partially observable
Markov decision process problems. World Model Generator could reveal the hid-
den states, mapping non-Markovian model to Markovian internal state space.
Policy Generator could build the optimal policy on the internal Markovian state
model.

1 Introduction

Traditional learning approaches deal with models that define an agent and its interac-
tions with the environment via its perceptions, actions, and associated rewards. The
agent tries to maximize its long term reward when performing an action. This would
be easier if the world model was fully observable, namely the underlying process was
a Markov Decision Process (MDP). However, in many real world environments, it will
not be possible for the agent to have complete perception. When designing agents that
can act under uncertainty, it is convenient to model the environment as a Partially Ob-
servable Markov Decision Process (POMDP). This model incorporates uncertainty in
the agent’s perceptions, actions and feedback which is an immediate or delayed re-
inforcement. POMDP models contain two sources of uncertainty; stochasticity of the
controlled process, and imperfect and noisy observations of the state.

In POMDP’s, a learner interacts with a stochastic environment whose state is only
partially observable. Actions change the state of the environment and lead to numer-
ical penalties/rewards, which may be observed with an unknown temporal delay. The
learner’s goal is to devise a policy for action selection that maximizes the reward. Al-
though, the POMDP framework embraces a large range of practical problems useful in
modeling, it has the disadvantage of being hard to solve, where previous studies have
shown that computing the exact optimal policy is intractable for problems with more
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than a few tens of states, observations and actions. The complexity of POMDP algo-
rithms grows exponentially with the number of state variables, making it infeasible for
large problems [1,2].

Most of the methods dealing with POMDP’s assume that the underlying POMDP
parameters are known. However, collecting such information is impossible for most
of the real world cases. Additionally, past work has predominately studied POMDP’s
in discrete worlds. Discrete worlds have the advantage that distributions over states
(so called “belief states”) can be represented exactly, using one parameter per state.
The optimal value function (for finite planning horizon) has been shown to be con-
vex and piecewise linear, which makes it possible to derive exact solutions for discrete
POMDP’s.

In this study we aim to use POMDP as a model of the real environment in which an
agent exists. Consequently, this brings two complications which do not exist in previous
studies. First we assume that the POMDP parameters are not known, and we expect our
agent to discover them as the world model is generated. This makes the task extremely
difficult. Second, since a large number of real world problems are continuous in nature,
we are interested in POMDP’s with continuous parameters. In general, such POMDP’s
cannot be solved exactly, and little is known about the special cases that can be solved.
We propose ARKAQ-Learning algorithm, an approximate approach consisting of two
layers, which can accommodate real valued spaces and models. The first layer is respon-
sible for the generation of the world model and the second is responsible for deciding
the next action that maximizes the expected discounted reward.

In Section 2 we formally describe conventional POMDP solution techniques. In
Section 3 we describe ARKAQ-Learning algorithm in detail. In section 4 we present
the application of ARKAQ to some of the well-known POMDP problems. We conclude
the paper with the summary of the result obtained.

2 Conventional POMDP Solution Techniques

The methods for learning within the POMDP [3] framework may be classified as exact
methods, which are intractable and approximate methods. There exist two versions of
the POMDP training problem: learning when a model of the POMDP is known, and the
much harder problem learning when a model is not available. Since we have assumed
the world model is not known we will be not referring to techniques with a world model.

The methods used to solve POMDP’s are referred to as reinforcement learning algo-
rithms since the only feedback to the agent is a scalar reinforcement signal. Q-learning
[4] is an online reinforcement learning algorithm, which estimates the values of state-
action pairs. The value Q(s, a) is defined to be the expected discounted sum of future
rewards obtained by taking action a from state s and following an optimal policy there-
after. The optimal action from any state is the one with the highest Q-value.

The simplest agents using Q-learning and acting believing its current observation,
and ignoring noise and incomplete perception do not maintain past observations, they
are memoryless. In [5], it has been shown that these agents mostly performed worse
than a randomly acting agent, i.e. a deterministic policy can do arbitrarily worse than a
stochastic policy.
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In summary, the Q-learning algorithm is successful in Markovian environments. It
is important to realize an architecture that learns the correct action while constructing a
state identification mechanism which also realizes Markovian state representation from
continuous and non-Markovian perceptual input.

Most of the algorithms in the literature use a certain amount of past observations.
For discrete observations, these can be arranged into a suffix tree. The Utile Suffix Mem-
ory [6] uses a suffix tree with variable depth. The U-Tree algorithm is a slight extension
where the observation is treated as a vector, and different branches can be created de-
pending on the value of the “utility test”. Window-Q uses a neural network to learn
Q-values where the inputs are the last k observations and actions [7]. Recurrent-Q aug-
ments the output of a neural network with continuous state outputs which are fed back
into a previous layer of network [7]. The network has a continuous internal-state space
allowing a POMDP to be controlled by presenting observations as inputs and interpret-
ing the outputs as action distributions. Training algorithms include back-propagation
through time [8] which has difficulty in learning long-term memory because the back
propagated error signals tend to blow up or shrink to nothing depending on the feedback
weights.

3 Proposed Approach

We aim to use POMDP as a model of the real environment in which an agent exists. We
have further assumed that POMDP parameters are not known, indeed they will be dis-
covered by the agent and that these parameters are continuous. These two assumptions
make the problem even harder and such POMDP’s cannot be solved exactly.

Fig. 1. The proposed architecture

The proposed architecture shown in Fig.1 consists of two layers. The first layer is
a world model generator that incrementally segments real world Markovian states for a
given task [19]. The second layer is a policy generator that proposes actions that deal
with each state segment in order to maximize expected discounted reward. Conversion
of non-Markovian states into Markovian internal world model representation in the first
layer makes it possible to use Q-learning at this layer.

3.1 World Model Generator

Although the real world has the Markovian property, an agent can observe it partially
due to noisy and incomplete perception. In order to achieve its goal, the agent must
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learn the underlying real world states related to its task(s), i.e. construct an internal state-
representation that interprets continuous and non-Markovian perception into Markovian
states.

The second layer takes the current action a(t), observation o(t), current belief of
state b(t) and the reward r(t) as inputs. Then it incrementally segments and distin-
guishes current internal world representation of Markovian states b(t), which in turn
is recursively conditioned current estimate on all of past measurements. As a result,
history is implicitly maintained, which is important for successfully building an inter-
nal world model in a POMDP environment. The world model generator is a hybrid
architecture composed of a state representation network augmented with state estima-
tion. It makes use of Kalman filtering and ART2-A networks. This section will briefly
introduce these components.

Kalman Filtering. The Kalman filter [9,10] addresses the general problem of trying to
estimate the state of the agent. As shown in Fig.1, it is governed by a nonlinear stochas-
tic equation consisting of the past history b(t), current observation o(t)imperfectly mea-
sured with a measurement noise function v(t), the immediate reward r(t), and action
a(t) disturbed by a Gaussian noise w(t).

b(t) = F (b(t − 1), a(t − 1), o(t − 1), r(t − 1), w(t)) (1)

o(t) = H(b(t), v(t)) (2)

The equations for the Kalman filter fall into two groups: time update equations and
measurement update equations. The time update equations are responsible for project-
ing forward (in time) the current state and error covariance estimates to obtain the a
priori estimates for the next time step.

The measurement update equations are responsible for the feedback—i.e. for incor-
porating a new measurement into the a priori estimate to obtain an improved a posteri-
ori estimate.

The observation noise represented by a covariance matrix is then used to update the
Kalman gain matrix, which in turn is the weighting factor used to combine the a priori
state estimate and the observation. Gain matrix also depends on the state error covari-
ance matrix which is continuously updated. In short, Kalman filter first predicts the state

Fig. 2. Sketch of the Kalman filter
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and then corrects the prediction using the observation by recursively reconditioning the
current estimate on all of the past measurements.

ART2-A: State. A learning system must be able to respond to significant changes
while staying stable upon irrelevant events. This is called the stability-plasticity dilemma.
Although Kalman filter is good in tuning the current estimate by recursively recon-
ditioning the current estimate on all of the past measurements, it has drawbacks in
stability-plasticity dilemma at the prediction phase. Prediction phase, formulated by the
nonlinear Eq.1 is modified and calculated by ART2-A network.

The issue is to let the agent know how to switch between its stable and plastic
modes, ensuring that as the agent acts keeping the state space stable it avoids rigidity,
and as it allows plasticity of the state space it avoids chaos. To overcome this problem,
either the total number of input patterns needs to be restricted, or the learning process
itself must be shut off. Shutting off the world is not possible in many real time ap-
plications. In the absence of a self-stabilization mechanism, an external teacher must
act as the system’s front end to independently recognize the inputs and make the deci-
sion. In this case, the external teacher must be able to carry out the recognition tasks
that the learning system was supposed to carry out. Hence, non-self-stabilizing learn-
ing systems are not capable of functioning autonomously in stochastic environments.
In learning systems that need an external teacher to supply the correct representation to
be learned, the learning process is driven by the mismatches between desired and actual
outputs. Such schemes must learn slowly, or risk unstable oscillations in response to the
mismatch. These learning models also tend to be trapped in a local minima, or globally
incorrect solutions.

Since an Adaptive Resonance Theory (ART) [11,20] network with short-term mem-
ory models recognition of unexpected patterns and can remember these patterns where
needed and is designed to learn quickly and stably in response to a possibly non-
stationary world, it is used to incrementally segment and distinguish real world Marko-
vian states. Approximate matches, rather than mismatches, drive the learning process
in ART. Learning in the approximate match mode enables rapid and stable learning to
occur while buffering the system’s memory against external noise. The hypothesis test-
ing cycle replaces internal system noise as a scheme for discovering a globally correct
solution. It does not use an external teacher. A vigilance parameter ρ determines the
maximum tolerable difference between two patterns in the same category. If this pa-
rameter is set too high, it leads to a poor generalization, i.e. slight variations of the same
pattern become separate categories. If it is set too low, it leads to classifying dissimilar
patterns into the same category, i.e. totally different patterns might be grouped together.

ART2 is a variant of ART network where analog input patterns can be categorized
compared to self-organized recognition of binary patterns. ART 2-A [12] is a faster
version of ART2 and can be used in large scale neural computations and was chosen as
the network to be used.

In Fig.3, F1 nodes accept the normalized input vector and activate F2 nodes accord-
ing to long term memory traces. F2 nodes are activated using the rule given in Eq.3.

Ti =
{

α
∑

t Ii if j is an uncommitted node
I · z∗j if j is a commited node

(3)
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Fig. 3. Sketch of ART2A architecture. F1 is the input representation field whereas F2 is the cate-
gory representation field.

Initially all F2 nodes are uncommitted. The set of committed F2 nodes are the scaled
LTM vectors zj defined iteratively. The initial choice denoted by j at F2 is one of
which satisfying the maximum T value. j remains constant if it is uncommitted or it
has a higher value than ρ. If j is committed then j is reset to the index of an arbitrary
uncommitted node. The input is then transformed to znew

j defined by Eq.4,

I if j is an uncommitted node(
βΨ + (1 − β) z

∗(old)
j

)
if j is a commited node

(4)

where ψ is given in Eq.5

Ψi ≡
{

Ii z
∗(old)
j > 0

0 otherwise
(5)

The concept of our hybrid network can be summarized as follows:

– ART updates the state space and predicts the current state.
– Kalman recursively conditions the current estimate on all of the past measurements

and fine tune the current state estimate. This helps to keep history (which is impor-
tant for POMDP solutions) in an implicit manner.

4 Policy Generator

We used a method of determining the long-term value of acting in each state. Using
this information, an agent that knows the state can act optimally by the definition of
a Markov process. Bellman describes a procedure known as Dynamic Programming
[13], which allows us to determine the long-term value V (s) for each state s. Dynamic
Programming is summarized by the Bellman Equation, where 0 ≤ γ ≤ 1.

V (s) = max
a

(
R(s, a) + γ

∑
s′∈S

T (s, a, s′)V (s′)

)
, ∀s ∈ S (6)
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This is an iterative procedure for determining, V ∗(s). In the limit, as the number of
iterations goes to infinity, V (s) converges to V ∗(s). Given the optimal value function
V ∗(s), we can specify the optimal policy as

π∗(s) = argmax
a

(
R(s, a) + γ

∑
s′∈S

T (s, a, s′)V ∗(s′)

)
(7)

One way to find an optimal policy is to find the optimal value function. It can be
determined by a simple iterative algorithm called value iteration that can be shown to
converge to the correct V ∗ values [13,14]. Evaluating Eq. 6 until the maximum differ-
ence between two successive value functions is less than ε, known as ε-convergence,
and forming a policy from Eq. 7 is the basis of value iteration [15]. Eq. 6 has complexity
order O(|A||S|2) for each iteration, and becomes intractable for very large state spaces.
In addition, the transition probabilities, T , may not always be available. These two ob-
servations motivate Monte-Carlo methods for computing V ∗. These methods learn by
interacting with the world and gathering experience about the long-term rewards from
each state. Q-learning is an algorithm for learning value functions Q(s, a) : s×a → #,
which represent the value of taking action a in state s and than acting optimally. It
is summarized by the following update rule [16], which introduces a learning rate
0 ≤ α < 1.

Qt(s, a) = Qt(s, a) + αt

(
rt+1 + γ max

a′
Qt+1(s′, a′) − Qt(s, a)

)
(8)

Since a Markovian internal world model is constructed, Q-leaning is used to gener-
ate the optimum policy. The world model generator reduces the complexity of Q(s, a)
by aggregating states into cluster centers. The optimal action or actions from any cluster
center is the one with the highest Q-value. Closer Q-values may result in more than one
optimal action from a state.

This layer is activated after the world model layer has converged. The final archi-
tecture is given in Fig. 4.

5 Sample Runs

The resulting architecture was used to solve several known POMDP problems. The
results are classified according to the chosen vigilance parameter (ρ).

5.1 A Basic POMDP Problem

The basic problem is a one dimensional 4-cell hallway where the goal is one of the cells.
A sketch is given in Fig.5(a). The agent, represented with a circle can move EAST and
WEST. The goal state is marked by a star. The reward is inversely proportional to the
distance to the goal cell. The agent, which is a robot, has two range finders disturbed
with Gaussian noise. Note that the region is closed so that the agent cannot move outside
the region.

The resulting state space with vigilance parameters 0.9 is sketched in Fig.5(b). Since
the vigilance parameter has a higher value, each cell is mapped to a different state. The
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optimum actions for states 1, 2 and 3 is WEST and the optimum action for state 4 is
EAST according to the Q(s, a) values. The agent could classify each cell separately
and the optimum policy has been successfully found.

5.2 4x4 Maze Problem

This problem is a two dimensional maze, where the sketch is given in Fig.6. The goal
state is the lower right corner. The agent can move EAST, WEST, LEFT and SOUTH.
The reward is 1 for the goal state and 0 for the others. The agent can only sense the
reward and the region is bounded. Since the agent is almost blind and the reward is
delayed, this is a challenging problem.

If the vigilance parameter is low two clusters were established, namely Goal and
Non-Goal states. If the vigilance parameter was chosen to have a higher value, four
clusters were established. They are classified according to the optimum action from
them and their distance to the goal. The agent could classify the goal cell from the others
no matter what the vigilance parameter is chosen. The optimum policy for vigilance
parameter 0.9 is; EAST for state 3, SOUTH for state 0, EAST or SOUTH for state 1
(with EAST favored) and EAST or SOUTH for the goal state.

5.3 Load-Unload Problem

In this very challenging problem [17] shown in Fig.7, the agent has a cart that must
be driven from an Unload location to a Load location, and then back to Unload. This
problem is a simple POMDP with a hidden variable that makes it partially observable
(the agent cannot see whether it is loaded or not): If the agent had memory it would re-
member its latest Load or Unload action, and it would go left or right correspondingly.
The actions the agent can make are EAST and WEST. Note that the goal state dynam-
ically changes. If the cart is loaded the goal is the unload station or vice versa. Since
our agent does not have any prior information and has implicit memory this problem
becomes challenging.

Fig. 4. The ARKAQ architecture. a denotes the action, r denotes the reward, o denotes the obser-
vation and x is the state
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Fig. 5. (a) Classical POMDP Problem with 4 cells and one goal state. (b) The resulting assigned
states to each cell.

Fig. 6. (a) 4x4 maze problem (b) State space with ρ=0.1 and (c) State space with ρ=0.9.

Fig. 7. Load-Unload problem [17]

Fig. 8. State space model for the load-unload problem

Fig. 8 shows the state model constructed with vigilance 0.8. The world model gen-
erator has revealed whether the cart is loaded or unloaded. State 1 denotes the cells
marked 0 when the cart is unloaded and State 4 denotes the cells marked 0 when the
cart is loaded. Also note that the optimal action indicated with arrows differs for these
two states. Once again the agent could classify goal states from the non-goal states.

The comparison between external memory approach [18] and our algorithm is given
in Table 1. Our algorithm could achieve the optimal policy much faster than external
memory based approaches [18], thanks to Kalman Filter module. It needs 50 runs to
discover states and another 30 runs for generating the optimal policy. Although it dis-
covers the task oriented states by itself, it is still 20 percent faster than external memory
approach. Another advantage of our algorithm is that it does not need to know how
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Table 1. Comparison of the external memory approach [18] and ARKAQ-Learning

Autonomous StateHint given about Problem Definition Number
Segmentation and how to reveal changed by Adding new of

Aggregation hidden state actions Runs
External Memory Approach No Yes Yes 100

ARKAQ-Learning Yes No No 80

much memory should be used or what to store in the memory. Instead the agent will
find this information itself.

5.4 5x5 Grid Multi Station Load-Unload Problem

In this variation of the standard Load-Unload problem proposed in this paper, there are
two “load” stations namely L1, L2, and two “unload” stations, U1, U2, placed in a 5x5
grid world. When the agent loads at station L1 it has to unload at U1, or visa versa. The
agent can move EAST, WEST, LEFT and SOUTH. The reward is 1 for the goal state and
0 for the others. Note the goal state changes, depending on the loaded station. Fig. 9
shows the sketch of the 5x5 world.

As shown in Fig. 10, ART successfully preserved the previously learned knowledge
despite of the new learned things, as defined by the stability-plasticity dilemma.

Fig. 9. 5x5 Grid Multi Station Load – Unload Problem. The agent has to unload the widgets to
the right station among the U1 and U2.

Fig. 10. The agent stabilizes its path between only one Load Unload stations depending on the
point of start
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6 Conclusion

ARKAQ inherits best features of ART (stability – plasticity) and Kalman Filters (condi-
tioning the current estimate on all of the past measurements). It successfully discovers
the task specific Markovian states for the given problems. Our algorithm does not need
a prior hint or a change to the problem definition by addition of new actions (e.g. how to
reveal the hidden state in external memory approaches) to discover Markovian states.
It also aggregates the revealed states into clusters and computes the optimal policy.
Moreover, our approach does not keep a history window, instead, each state estimate
is recursively built on all past measurements. The world model generator reveals all
hidden states by mapping non-Markovian perceptual input to Markovian states, thus
making it possible to use Q-Learning, which is an online learning algorithm. Moreover,
the space and computational complexity of this approach is very low compared to the
mentioned alternative solutions.

The vigilance parameter has a very important role on the outcome. The state space
segmentation depends on the vigilance parameter, if set too high, similar states may
become separate categories, resulting in too many states, and if set too low dissimi-
lar states may be classified into the same category, resulting in misclassification. As
the policy is built on the world states, the vigilance parameter affects indirectly also
the policy generated. The whole system performance depends on the choice of the vigi-
lance parameter. Therefore, further work on estimation of the vigilance parameter using
evolutionary algorithms when not given will be investigated.
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Abstract. This paper presents a new approach for off-line signature verification 
based on a hybrid neural network (Conic Section Function Neural Network-
CSFNN). Artificial Neural Networks (ANNs) have recently become a very im-
portant method for classification and verification problems. In this work, 
CSFNN was proposed for the signature verification and compared with two 
well known neural network architectures (Multilayer Perceptron-MLP and Ra-
dial Basis Function-RBF Networks). The proposed system was trained and 
tested on a signature database consisting of a total of 304 signature images 
taken from 8 different persons. A total of 256 samples (32 samples for each per-
son) for training and 48 fake samples (6 fake samples belonging to each person) 
for testing were used. The results were presented and the comparisons were also 
made in terms of FAR (False Acceptance Rate) and FRR (False Rejection 
Rate).  

1   Introduction 

Signature is a special case of handwriting in which special characters and flourishes 
are available. Signatures can be handled as an image, and hence, it can be verified 
using computer vision and neural network techniques.  

Signature verification problem is concerned with determining whether a particular 
signature truly belongs to a person, so that forgeries can be detected. In signature 
recognition problem, a signature database is searched to establish identity of a given 
signature. Depending on the need, signature recognition and verification problems are 
often categorized in two major classes: online signature recognition and verification 
systems (SRVS) and offline SRVS. Online SRVS requires some special peripheral 
units (like electronic tablet) for measuring hand speed and pressure on the human 
hand when it creates the signature. In offline SRVS, systems rely on image processing 
and feature extraction techniques. [1, 9]  

During the last few years some online SRVS are developed [1, 3, 7]. There are so 
many studies of offline SRVS. [1, 2, 4, 6, 8, 9]  

In this work, a hybrid neural network approach (Conic Section Function Neural 
Network-CSFNN) for off-line signature verification was presented. Sample signatures 
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formed were verified by using CSFNN and comparisons were made using two well 
known neural network architectures, Multilayer Perceptron (MLP) and Radial Basis 
Function (RBF).  

2   Preprocessing 

Signature samples are required to be preprocessed before training and testing. In 
SRVS problems, similar preprocessing steps are used for different methods. The pre-
processing stage is divided into three parts: Noise Reduction, Signature Normalization 
and Signature Skeletonization. [2] 

2.1   Noise Reduction  

The goal of noise reduction is to eliminate single black pixels on white background. 
In this work, a 3×3 mask is applied to the image. If the colour of the centre pixel is 
different from the same coloured 8 pixels around, the colour of the centre pixel is 
converted to opposite (if it is white it is made black, or vice versa). 

2.2   Signature Normalization 

Height and width of signatures vary from the person to person or sometimes same 
person may use different size signatures. Therefore these size differences need to be 
eliminated. During the normalization process the signature size is adjusted so that the 
width reaches to a default value while the height to width ratio is kept constant. 

2.3   Signature Skeletonization 

Skeletonization is to remove unnecessary pixels, without destroying signature charac-
teristics. Some genuine sample signatures are shown in Figure 1 and Figure 2 shows 
some fake sample signatures.  

Used signature in further processings is the picture of skeletonized signature. 
 

 

 

 

 

 

 

 

 

 
Fig. 1. Some genuine signature samples 
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Fig. 2. Some fake signature samples 

3   Feature Extraction 

The choice of a convenient set of features is crucial at signature recognition and veri-
fication problems. In the work presented here, two groups of features which are cate-
gorized as global and grid information features were used. 

3.1   Global Features  

Global features give information about the structure of a signature sample. Some of 
these features are image area, signature height, baseline shift, vertical center of the 
signature, horizontal center of the signature, global slant angle, number of edge 
points, number of cross points, number of closed loops, maximum vertical and hori-
zontal projection vertical and horizontal projection peaks etc... 

Only baseline shift, vertical and horizontal center of the signature, global slant an-
gel, maximum vertical and horizontal projection vertical and horizontal projection 
peaks features were used in this work. Baseline shift feature is the difference between 
the vertical centers of gravity of the left and the right parts of the signature [2]. These 
eight features give us eight input values for training and testing of the neural networks.  

3.2   Grid Information Features  

The skeletonization image is divided into 384 (16×24) segments, and the sum of fore-
ground pixels (area) for each segment is calculated. Results are normalized as the  
 

 

 

 

 

 
 
 
 

Fig. 3. Grid vector of a signature 
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lowest value would be zero and the highest value would be one. This feature gives us 
384 input values for training and testing of the neural networks. Figure 3 shows the 
grid vector of a signature. 

At the end of feature extraction processes, the total size of our input vector is 
392×304. The input vector varies between 0 and 1. 

4   Applied Neural Network Structures 

In this work, a new approach for off-line signature verification using a hybrid neural 
network (CSFNN) is presented and compared with two well known (MLP and RBF) 
neural network architectures. Sample signatures formed and preprocessed were rec-
ognized and verified using CSFNN, MLP and RBF. 

4.1   Multilayer Perceptron (MLP) Neural Networks  

In general modelling, the MLP consist of an input layer, one or more hidden layers 
and an output layer. The input signal propagates through the network in a forward 
direction. Therefore it is commonly referred to as feed forwarded network. The neu-
ron number of the input layer depends on the input number of problem to be solved. 
Number of hidden layers and the number of neurons in the hidden layer can be 
changed. The neuron number of the output layer depends on the problem. Figure 4 
shows the architectural graph of a MLP with one hidden layer. The network shown 
here is fully connected, which means that a neuron in any layer of the network is 
connected to all the nodes/neurons in the previous layer.  

 

Fig. 4. Architectural graph of MLP 

4.2   Radial Basis Function (RBF) Neural Networks 

A different approach by viewing the design of a neural network as a curve-fitting 
approximation problem in a high-dimensional space is taken. According to this view-
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point, learning is equivalent to finding a surface in a multidimensional space that 
provides a best fit to the training data. The input layer is made up of source nodes. 
The second layer is a hidden layer of high enough dimension, which serves a different 
purpose from than in a multilayer perceptron. The output layer supplies the response 
of the network to the activation patterns applied to the input layer. The transformation 
from the input space to the hidden-unit space is nonlinear, whereas the transformation 
from the hidden-unit space to the output space is linear. The mathematical expression 
of an RBF is given as 

−==
i i

iiii cxgwxgwy )()(  (1) 

where wi is the weight from the ith neuron of the hidden layer to the output layer. gi(x) 
is an activation function and in general Gaussian Function. In Gaussian Function, x 
denotes input vector, ci denotes center, where x-ci  standard Euclidean distance, 
and i as spread. Gaussian Function’s mathematical expression is 
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Figure 5 shows the architectural graph of a RBF. 

 

 
Fig. 5. Architectural graph of RBF 

4.3   Conic Section Function Neural Network (CSFNN) 

The idea of the conic section function neural network is to provide unification be-
tween RBF and MLP networks. The new propagation rule (which will consist of RBF 
and MLP propagation rules) can be derived using analytical equations for a cone.  
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Let x be any point on the surface of the right circular cone. ω can be any value in 
the range [-π/2,π/2], v vertex of the cone and a the unity vector defining the axis of 
the cone. Thus the equation of the circular cone is 

vxwavx
rrrrr −=− cos)(  (3) 

If the coordinates of the points and vectors are defined by x=(x1,x2), v=(v1,v2) and 
a=(a1,a2) for two dimensional space, Eq. 3. can be written as below 
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The propagation rule of conic section function network is described using Eq.4. 
First of all the following form is obtained for n-dimensional input space.  
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The center coordinate of the circle, c, can be used instead of the coordinate of ver-
tex v since the distance between the x point and the vertex v equals to the radius of the 
circle when the opening angle, 2ω, is 90 degrees. Subtracting the right hand side from 
the left hand side, the propagation rule of the CSFNN is obtained as   
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where aij refers to the weights for each connection between the input and hidden layer 
units in an MLP network, and cij refers to the center coordinates in an RBF network, i 
and j are the indices referring to the units in the input and hidden layer, respectively, 
and yj are the activation values of the CSFNN neurons. As can be seen easily, this 
 

 

Fig. 6. Conic Section Function Neural Network Structure 
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equation consists of two major parts analogous to the MLP and the RBF. The equa-
tion simply turns into the propagation rule of an MLP network, which is the dot prod-
uct when the ω is π/2. Second part of the equation gives the Euclidean distance be-
tween the inputs and the centers for an RBF network. Figure 6 illustrates the structure 
of a Conic Section Function Neural Network. [12] 

5   Simulation Results 

The proposed signature verification system was trained and tested on a signature 
database consisting of a total of 304 signature images. A, B, C, D, E, F, G, and H 
denote the signatures of different persons.  After the preprocessing and feature extrac-
tion, an input vector sized 392×304 was formed. 256 signatures (32 samples for each 
person) for training and 48 fake samples (6 fake samples belonging to each person) 
for testing are used. 

An MLP with an input layer (with 392 inputs), two hidden layers (with 250 and 
100 neurons, respectively) and an output layer with 8 neurons was formed. MLP was 
trained by standard error back propagation using Matlab 7.0. Training process was 
repeated 10 times since it gives different results depending on random initialization of 
weights in the algorithm. Then, the average of the results was taken. The most appro-
priate learning rate was found as 0,05. 

RBF structure was trained by Orthogonal Least Square algorithm using Matlab 7.0 
Toolbox. RBF structure reached to 240 neurons in the hidden layer after the training. 
Suitable spread value was found as 8. 

The CSFNN was formed by using only one hidden layer with 30 neurons and out-
put layer with 8 neurons. Suitable spread value was found as 1. 

Table 1. Performance comparisons of training samples 

                       Training Samples 
Method 

A B C D E F G H 

CSFNN 32 32 32 32 32 32 32 32 

MLP  32 32 32 32 32 32 32 32 

RBF 32 32 32 32 32 32 32 32 

Table 2. Performance comparisons of testing samples 

                      Testing Samples 
Method 

A B C D E F G H 

CSFNN 6 6 6 6 6 6 6 4 

MLP 6 5.8 6 5.2 5.6 5.8 5.6 3 

RBF 6 5 6 6 5 6 6 6 
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Table 3. Results of signature verification using CSFNN, MLP and RBF 

Method 
Training Sam-

ples 
Testing Samples 

CSFNN %100 %95.83 

MLP %100 %89.58 

RBF %100 %95.83 

The results were given in the following tables. Table 2 shows the number of test 
samples correctly classified as fake, whereas Table 1 demonstrates the training sam-
ples correctly classified as genuine signatures. 

In general, two types of error rates are useful in describing accuracy of signature 
verification systems. The first is the FAR – False Acceptance Rate (fakes that were 
accepted as genuine) and the second is FRR – False Rejection Rate (genuine signa-
tures that were flagged as fakes). Table 4 shows these rates and accuracies of pro-
posed methods for signature verification. 

Table 4. FAR and FRR data comparisons 

Method FAR    FRR Accuracy 

CSFNN 4.16 0 %95.84 

MLP 11.25 0 %88.75 

RBF 4.16 0 %95.84 

6   Conclusions 

An off-line signature verification based on Conic Section Function Neural Network 
was presented in this paper. Two well known neural network architectures, MLP and 
RBF, were used to compare the results. CSFNN and RBF give a good accuracy in 
terms of FRR and FAR rates. The size of CSFNN structure is quite small compared to 
those standard ones. It needs only 38 (30+8) neurons while MLP needs 358 
(250+100+8) and RBF needs 248 (240+8) neurons for training. This result gives su-
periority to CSFNN for neural network hardware implementations in practice.  
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Abstract. The present paper is devoted to the pattern recognition
methods for combining heterogeneous sets of learning data: set of train-
ing examples and the set of expert rules with unprecisely formulated
weights understood as conditional probabilities. Adopting the probabilis-
tic model two concepts of recognition learning are proposed. In the first
approach two classifiers trained on homogeneous data set are generated
and next their decisions are combined using local weighted voting combi-
nation rule. In the second method however, one set of data is transformed
into the second one and next only one classifier trained on homogeneous
set of data is used. Presented algorithms were practically applied to the
computer-aided diagnosis of acute renal failure in children and results of
their classification accuracy are given.

1 Introduction

The design of the classifier in statistical pattern recognition generally depends on
what kind of information is available about the probability distribution of classes
and features. If this information is complete, then the Bayes decision scheme
can be used. If such information is unknown or incompletely defined, a possible
approach is to design a system which will acquire the pertinent information from
the actually available data for constructing a decision rule. Usually it is assumed
that available information on the probability characteristics is contained in a
learning set consisting of a sequence of observed features of patterns and their
correct classification. In such a case many learning procedures are known within
empirical Bayes decision theory, which lead to the different sample-based pattern
recognition algorithms (e.g. [3], [5]).

Another approach, interesting from both theoretical and practical point of
view, supposes that appropriate information is contained in expert knowledge. A
typical knowledge representation consists of rules of the form IF A THEN B with
the weight (uncertainty measure) α. These rules are obtained from the expert
as his/her conditional beliefs: if A is known with certainty then the expert’s
belief into B is α. In this case numerous inference procedures are proposed and
very well investigated for different formal interpretations of the weight α ([4],
[6], [16]).

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 533–542, 2005.
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In this paper we shall focus our attention on decision algorithms for the
case in which both the learning set and expert rules are available. Additionally,
adopting the probabilistic interpretation of weight coefficients, we suppose that
expert rules are not provided with exact value of α (i.e. conditional probability),
but only an interval is specified (by its upper and lower bounds), into which this
probability belongs.

We may expect that the quality of the recognition algorithm will improve
when both kinds of information are concurrently utilized. The concept of pat-
tern recognition for considered case requires that both kinds of information have
unified formal interpretation. In this paper the probabilistic model is adopted
and hence we assign probabilistic meaning to both the information obtained from
experts and the numerical data. According to general principles of this model
we assume that the classes and features are observed values of appropriate ran-
dom variables for which the joint probability distribution exists but is unknown.
We treat expert-acquired information (rules) and numerical data as a source of
knowledge about the unknown probability characteristics.

This paper is a sequel to the author’s earlier publications [10], [11], [12], [13],
[14], [15] and it yields an essential extension of the results included therein.

The contents of the work are as follows. Section 2 introduces necessary back-
ground and provides the problem statement. In section 3 we present two different
concepts of pattern recognition algorithms for the problem in question. In the
first approach two classifiers trained on homogeneous data set are generated
and next their decisions are combined using local voting and linear combination
rules. In the second method however, one set of data is transformed into the sec-
ond one and next only one classifier trained on homogeneous set of data is used.
The proposed algorithms were practically implemented in the computer-aided
diagnosis of acute renal failure in children and results of classification accuracy
obtained on the real data are given in section 4.

2 Preliminaries and the Problem Statement

Let us consider the pattern recognition problem with probabilistic model. This
means that vector of features describing recognized pattern x ∈ X ⊆ Rd and its
class number j ∈ M = {1, 2, ..., M} are observed values of a couple of random
variables (X,J), respectively. Its probability distribution is given by a priori
probabilities of classes

pj = P (J = j), j ∈ M (1)

and class-conditional probability density function (CPDFs) of X

fj(x) = f(x/j), x ∈ X , j ∈ M. (2)

Pattern recognition algorithm Ψ maps the feature space X to the set of class
numbers M, viz.

Ψ : X → M, (3)

or equivalently, partitions X into decision regions:

C(i)
x = {x ∈ X : Ψ(x) = i}, i ∈ M. (4)
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If probabilities (1) and CPDFs (2) are known, i.e. in the case of complete prob-
abilistic information, the optimal (Bayes) recognition algorithm Ψ∗, minimizing
the probability of misclassification, makes decision according to the following
rule:

Ψ∗(x) = i if pi(x) = max
k∈M

pk(x), (5)

where a posteriori probabilities pj(x) can be calculated from the Bayes formula.
Let us now consider the interesting from practical point of view, novel concept

of recognition. We assume that a priori probabilities (1) and CPDFs (2) are
not know, whereas the only information on the probability distribution of J and
X is contained in the two qualitatively different kinds of data.

1. Learning set:

S = {(x1, j1), (x2, j2), ..., (xN , jN )}, (6)

where xi denotes the feature vector of the i-th learning pattern and ji is its
correct classification.

Additionally, let Si denotes the set of learning patterns from the i -th class.
2. Expert rules:

R = {R1, R2, ..., RM}, (7)

where
Ri = {r(1)

i , r
(2)
i , ..., r

(Li)
i }, i ∈ M,

∑
Li = L (8)

denotes the set of rules connected with the i-th class. The rule r
(k)
i has the

following general form:
IF w

(k)
i (x) THEN J = i WITH probability greater than p(k)

i
and less than

p
(k)
i , where w

(k)
i (x) denotes a predicate depending on the values of the features

x.
These rules obtained from an expert are a cosequence of his experience and

competence and furthermore, they reflect the common regularities resulting from
the general knowledge. Experiences have proved that an expert is very frequently
not able to formulate the logical rules describing the dependences between the
observed and internal values of the system and he cannot describe his way of
reasoning. What is relatively easy to obtain is a kind of input-output description
of the expert decision making process.

We will continue to adopt the following equivalent form of the rule r
(k)
i :

p(k)
i

≤ p
(k)
i ≤ p

(k)
i for x ∈ D

(k)
i , (9)

where
D

(k)
i = {x ∈ X : w

(k)
i (x) = true} (10)

will be called rule-defined region and

p
(k)
i =

∫
D

(k)
i

pi(x)dx∫
D

(k)
i

dx
(11)

is the mean a posteriori probability of the i-th class in the set D
(k)
i .
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Let
XR = ∪i,k D

(k)
i and X (i)

R = ∪k D
(k)
i (12)

denote feature subspaces covered by rules R and Ri respectively.
Let introduce additionally families of sets Bi = {B(1)

i , B
(2)
i , ...B

(li)
i }, i ∈ M

and B = {B(1), B(2), ...B(l)}, where B
(m)
i and B(m) denote not empty con-

stituents of families Di = {D(k)
i , k = 1, 2, ..., Li}, i ∈ M and D = {D(k)

i , k =
1, 2, ..., Li, i ∈ M}, respectively. It is clear, that sets from family Bi and B are
disjoint and furthermore XR = ∪B and X (i)

R = ∪Bi, i.e. families B and Bi form
partitions of feature subspaces XR and X (i)

R , respectively ([17]).
Now our purpose is to construct the recognition algorithm

Ψ(S, R, x) = ΨSR(x) = i, (13)

which using information contained in the learning set S and the set of expert
rules R recognizes a pattern on the basis of its features x. Some propositions of
the rule (13) will be presented in the next section.

3 Pattern Recognition Algorithms

In the sample-based classification, i.e. when the only learning set S is given, one
obvious and conceptually simple method is to estimate a priori probabilities and
CPDFs and then to use these estimators to calculate a posteriori probabilities
(let say p

(S)
i (x)), i.e. discriminant functions of the optimal (Bayes) classifier (5).

On the other hand, using this concept in the case when only the set of rules R
is given, we obtain the so-called GAP (the Greatest Approximated a posteriori
Probability) rule-based algorithm, which originally was introduced in [10]:

ΨR(x) = i if p
(R)
i (x) = max

k∈M
p
(R)
k (x). (14)

p
(R)
i (x) denotes approximated a posteriori probability of i-th class, which - for

x ∈ B(m) - is calculated from the set R according to the following formulas:

– for i ∈ M(m) = {i : I
(m)
i = {k : B(m) ⊆ D

(k)
i } �= $}:

p̂i(x) =
p̂(m)

i
+ p̂

(m)

i

2
, p̂

(m)

i = min
k∈ Im

i

p
(k)
i , p̂(m)

i
= min

k∈ Im
i

p(k)
i

, (15)

– for i ∈ M−M(m):

p̂i(x) = [1 −
∑

j∈M(m)

p̂j ]/[M− | M(m) |]. (16)
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The final value of p
(R)
i (x) should be normalized to 1, i.e.

p
(R)
i (x) = p̂i(x)/

∑
i∈M

p̂i(x). (17)

When both sets S and R are given we propose two concepts of recognition algo-
rithms, which are presented in next subsections. In our propositions information
included in sets S and R is submitted to processing and fusion. Difference con-
sists in order of both activities.

3.1 Mixed Algorithm

In so-called mixed algorithm decision is made according to the following rule:

ΨSR(x) = i if p
(SR)
i (x) = max

k∈M
p
(SR)
k (x), (18)

where
p
(SR)
i (x) = γ(x) p

(R)
i (x) + [1 − γ(x)] p

(S)
i , 0 ≤ γ(x) ≤ 1. (19)

It means, that first we calculate approximated (estimated) values of a posteriori
probabilities separately from both sets, and next we use their weighted sum in
the Bayes algorithm (5).

In the mixed algorithm (18) a mixing coefficient γ(x) plays the crucial role.
Assuming that γ(x) is constant in set B(m) and equal to γ(m), m = 1, 2, ..., l, we
propose three methods of calculating it.

1. The first method takes into account intuitively obvious character of depen-
dence between γ(m) and the number of learning patterns in B(m) (let say
N (m)) and the accuracy of determining a posteriori probabilities pi(x) in
rules R for x ∈ B(m) (let say Δ(m)). Namely, γ(m) should be a decreasing
function of N (m) and Δ(m). In the practical example presented in section 4
the following formula was applied:

γ(m) =
1 − Δ(m)

(1 − Δ(m)) + (1 − e−N(m))
. (20)

2. In the second approach, for a particular B(m) such value γ(m) ∈ [0, 1] is
applied which maximizes the number of correctly classified learning patterns
from B(m).

3. As previously, but now γ(m) ∈ {0, 1}. It means that we always use a simple
algorithm ΨR or ΨS , which for each set B(m) is selected independently to
obtain the better local result of recognition.

3.2 Unified Algorithms

Now, in order to find (13) we will transform one set of data into the second set
and next, having the homogeneous form of information, we can simply use either
the GAP algorithm (for transformation S → R

′
) or recognition algorithm with
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learning (e.g. NN - nearest neighbour decision rule [3], [5]) for transformation
R → S

′
.

Our proposition of procedures for ”the unification of information” leads to
the following algorithms.
Algorithm R → S

′

Input data: N
′(m)
i -the number of generated patterns for region B

(m)
i

for i = 1 to M
for m = 1 to li

for k = 1 to N
′(m)
i

generate random class number j ∈ M with probabilities
if j = i
then

(variant 1) p(j) = (p(m)
i

+ p
(m)
i )/2

(variant 2) p(j) randomly (uniformly) selected

from the interval [p(m)
i

, p
(m)
i ]

else
p(j) = [1 − p(i)]/(M − 1)

fi
generate random feature vector x uniformly distributed

in B
(m)
i

endfor
endfor

endfor

In order to obtain algorithm for transformation S → R
′
, let first note that

for Bernoulli distribution on the base of observation k successes in n trials, we
can determine for given confidence level α = β + β the confidence interval

P (p1(β, k, n) ≤ p ≤ p2(β, k, n)) = 1 − (β + β), (21)

where the endpoints in (21) (confidence limits) are equal ([18]):

p1(β, k, n) =
k

k + (n − k + 1)F (β, 2(n − k + 1), 2k)
, (22)

p2(β, k, n) =
(k + 1)F (β, 2(k + 1), 2(n − k))

n − k + (k + 1)F (β, 2(k + 1), 2(n − k))
, (23)

and F (β, k, n) is quantile in the range of β of a Snedecor’s F distribution with
k and n degrees of freedom.

Hence, we can propose the following algorithm
Algorithm S → R

′

Input data: α - conficence level for created rules
L

′
i - number of rules for i-th class (i ∈ M)

D
′(k)
i - feature regions for rules k = 1, 2, ..., L

′
i
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for i = 1 to M
for k = 1 to L

′
i

find N (k) - number of learning patterns belonging to D
′(k)
i

find N
(k)
i - number of learning patterns belonging to D

′(k)
i

calculate p
′(k)
i

(1−α
2 , N

(k)
i , N (k)) and p

′(k)
i (1−α

2 , N
(k)
i , N (k))

according to (22) and (23), respectively
endfor

endfor
In order to determine regions D

′(k)
i we can use methods known in procedures

of generating fuzzy rules from numerical data, e.g. based on cluster analysis,
graph theory or decomposition of CPDFs ([2]).

4 Practical Example: Computer-Aided Diagnosis of
Acute Renal Failure

In order to investigate the quality of recognition for proposed combining meth-
ods and to compare them with simple algorithms (i.e. GAP and sample-based
algorithm), several experiments were made on the real data dealing with problem
of diagnosis of acute renal failure (ARF) in children.

ARF is a syndrome of clinical symptoms caused by the adverse action of
factors of the urinary tracts. In view of character of the disease a quick and proper
diagnosis of ARF is mandatory which is of essential importance for appropriate
therapy and prognosis. Unfortunately, the cause of ARF, particularly in the
initial phase of the disease is very often difficult to be established, hence a need
for computer-aided diagnosis process is clearly evident.

The diagnosis of ARF as a pattern recognition task includes the following ten
classes (etiologic types of ARF) ([8]): 1) Toxicosis, 2) Nephrotic syndrome, 3)
Sepsis, 4) Circulatory failure, 5) Acute gromeluronephritis, 6) Uremic-haemolytic
syndrome, 7) Renal vain thrombosis, 8) Andrenogenital syndrome, 9) Others
(prerenal or intrarenal), 10) Postrenal failure.

The vector of features contains the values of 33 items of clinical data pre-
sented in Table 1.

In the Department of Pediatric Nephrology of Wroclaw Medical Academy
the set of 380 case records of children suffering from ARF were collected, which
constitute the learning set (6). Each case record contains administrative data,
values of 33 clinical features and a firm diagnosis. Most of the diagnoses were
made during the period of hospitalization according to the generally accepted
criteria. 25 children had died and the anatomopathologic findings provided a
definite diagnosis.

Furthermore, the knowledge base for the diagnostic problem in question con-
tains 65 rules (7) which connect the observed values of clinical data with etiologic
type of ARF. For example:

IF 24-hours amount < 100 ml AND specific weight > 1.035 g/ml THEN
uremic-haemolytic syndrome PROBABILITY 0.5 − 0.6
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Table 1. Clinical features considered

GENERAL: Age, Weight
PHYSICAL EXAMINATIONS: Blood pressure (systolic and diastolic), Pulse, Body
temperature, Urine in bladder
LABORATORY EXAMINATIONS: Sedimentation rate (after 1 hour and 2 h.)
GASOMETRIC EXAMINATIONS OF THE BLOOD: pO2, pCO2, pH, Stand. HCO3,
Actual HCO3, BE
MORPHOLOGY OF THE BLOOD: Leucocytes, Reticulocytes, Trombocytes, Ery-
throcytes, Hemoglobin
SERUM: Urine level, Creatinine level, Uric acid level, Total protein level SERUM
IONOGRAM: Na+ , K+ , Ca+

URINE: 24-hours amount, Specific weight, Protein, Leucocytes, Erythrocytes, Cylin-
ders

IF sed. rate (1 h.) > 25 mm AND 7.2 < pH < 7.7 AND 125 < blood
pressure (syst.) > 150 mm Hg THEN toxicosis PROBABILITY 0.65 − 0.8
IF urine level > 8 mmol AND 120 < creatinine level < 200 micromol
AND 50 < p CO2 < 80 mm Hg THEN renal vain thrombosis PROBABILITY
0.6 − 0.85

In computer investigations and experimental comparative analysis 4 recog-
nition procedures were tested: Empirical Bayes, GAP, Mixed algorithm with
different concepts of mixing coefficient and Unified algorithm for both methods
of unification of information. The outcome of experiments is shown in Table 2.

All the experiments show that algorithms which use the both sets of data are
much more effective as far as the correct decision frequency is concerned than
algorithms which include only one set of data. This testifies that the proposed
concepts are correct, and demonstrates effectiveness of the presented algorithms
in such classification problems in which both the learning set and expert rules
are available.

Table 2. Results of empirical tests

No Algorithm Accuracy [%]

1 GAP algorithm with the set R 83.2
2 Empirical Bayes algorithm with the set S 90.6
3 Mixed algorithm (Method 1 for γ ) 87.3
4 Mixed algorithm (Method 2 for γ ) 92.1
5 Mixed algorithm (Method 3 for γ ) 88.5
6 GAP algorithm with sets R + R

′
(α = 0.99 in procedure S → R

′
) 87.2

7 GAP algorithm with sets R + R
′

(α = 0.95 in procedure S → R
′
) 86.8

7 GAP algorithm with sets R + R
′

(α = 0.90 in procedure S → R
′
) 85.4

8 EB algorithm with sets S + S
′

93.8



Fusion of Rule-Based and Sample-Based Classifiers 541

5 Conclusions

During the past decade the fusion of various sources of knowledge was firmly
established as a practical and effective solution for difficult pattern recognition
tasks ([1], [7]). This idea is established using classifier combination approach,
which in the literature is known under many names: hybrid methods, decision
combinations, classifier fusion, mixture of experts, modular systems, to name
only a few ([9]).

Most of the research on classifier ensambles is concerned with generating
ensambles by using a single learning model. Different classifiers are received by
manipulating the training set, or the input features, and next their decisions are
combined in some way (typically by voting) to classify new patterns. Another
approach is to generate classifiers by applying different learning algorithms to a
single data set ([19]).

The present paper is devoted to the methods for combining heterogeneous
sets of learning data: set of training examples and the set of expert rules with un-
precisely formulated weights. Adopting the probabilistic model of classification,
we discussed two different concepts of pattern recognition algorithms in which
the both sets of data are treated as a source of information about the probability
distribution of features and classes. In the first approach two classifiers trained
on homogeneous data set are generated and next their decisions are combined
using local weighted voting combination rules. In the second method however,
one set of data is transformed into the second one. This procedure of unification
of information allows to generate only one classifier trained on homogeneous set
of data.
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Abstract. This paper investigates the problem of cycle detection in
periodic noisy data sequences. Our approach is based on reinforcement
learning principles. A constructive approach is used to devise a variable
structure learning automaton (VSLA) that becomes capable of recogniz-
ing the potential cycles of the noisy input sequence. The constructive
approach allows for VSLAs to analyze sequences not requiring a priori
information about their cycle and noise. Consecutive tokens of the input
sequence are presented to VSLA, one at a time, where VSLA uses data’s
syntactic property to construct itself from a single state at the beginning
to a topology that is able to recognize an unknown cycle of the given
data. The main strength of this approach is applicability in many fields
and high recognition rates.

1 Introduction

Pattern recognition receives attention in many applications for analysis of one-
dimensional signals such as ECG based automatic diagnosis [1,2,3,4], voice and
speech recognition [5] and two-dimensional signals such as image recognition
[6,7]. Several researches focused on analysis of data using minimum (if any) a
priori information [8,9]. Using correlation integral the authors attempt to reduce
the number of possible template matching tasks from exponential to polynomial
order in [8]. The same approach is used in [9] to detect the presence of any
repetitive pattern in noisy data sequences. Analysis on statistical frequency of
separate tokens is performed manually in all these works [10,8,9].

In this work, we devise a variable structure learning automaton (VSLA) using
a constructive approach based on reinforcement learning principles. During the
construction of VSLA, a noisy input sequence undergoes an automatic analysis
where the frequency of tokens and token pairs are studied in an attempt to
detect the cycle of the sequence presented. A sequence generator produces these
periodic sequences with a desired amount of noise randomly injected to the
sequence. VSLA is progressively constructed from a single state at the beginning
to a topology that is able to recognize the unknown cycle of the noisy sequence
presented. The property of VSLA that the current state is dependent on the
previous state only, establishes the necessary background for modeling our work
as a first degree Markov process.
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This paper is organized into five sections. In section 2 we introduce the se-
quence generator and define the production of an input sequence used in con-
structing and testing VSLAs. Section 3 is where the methodology is briefly dis-
cussed. A detailed discussion about VSLA and its construction process is pro-
vided in section 4. Finally in Section 5, we show the results of our study and
provide conclusions.

2 Input Sequence

In this section we explain the way an input sequence used in this work is gener-
ated. We use periodic sequences produced by a sequence generator that randomly
injects noise in the sequence. We call a generated data unit token, τ . Let the set
of tokens Σ = {τk|k ∈ [1, K] ∧ τi �= τj , for i �= j}, define an alphabet, and let a
cycle be C = τ1 · · · τP , with τp ∈ Σ and p ∈ [1, P ] a short sequence of alphabet
tokens. Further, noise is defined to be any token or sequence of tokens that dis-
tort any cycle within the random sequence. We distinguish between three types
of noise: missing, replaced or inserted token. Then we define a noisy sequence as
Q =

⋃
i D1,iCD2,i, i = 1, 2, . . . with

⋃
standing for the concatenation operation,

where D1,i and D2,i denote any two sequences (including the empty sequence)
of alphabet tokens other than C before and after the ith cycle in the sequence,
respectively. The generator has five parameters: (1) the token alphabet, (2) the
length of the cycle, (3) the length of the sequence in numbers of cycles, (4) the
ratio in percent of noisy tokens to all tokens in the sequence, and (5) the percent
distribution of the three types of noise. With the first three parameters pre-
sented, the generator forms the cycle starting from its first token by randomly
selecting their tokens in sequential order. The last two parameters describe how

0

10

20

30

0

10

20

30

0

0.2

0.4

0.6

0.8

1

Cycle Length (tokens)

Noisy Input Generator

Noise (%)

U
nd

is
to

rt
ed

 C
yc

le
s 

(%
)

Fig. 1. Average values of non-distorted cycles in a generated sequence depending on
the noise injected and cycle lengths |C|
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noise is added to the ”clean” sequence. The fourth parameter specifies the per-
cent amount of noise within the entire sequence that is to be randomly injected.
The last parameter specifies the distribution of three noise types during the ran-
dom injection. The noisy sequence produced by the generator is then used in
the process of constructing a VSLA that discovers the possible cycle(s) after a
second pass of the input sequence. In Fig. 1, the statistics of the input generator
are provided. Fig. 1 illustrates the percentage of the non-distorted cycles as a
function of the cycle length and the percent random noise in the sequence. The
percent of non-distorted cycles in the sequence tends to fall for increasing noise.
This tendency to fall is dramatic in longer cycles while it is relatively slower for
shorter cycles.

3 Methodology

In this section we discuss our method. A diagram in Fig. 2 illustrates the pro-
cesses, how they are inter-related. Once the input generator produces the noisy
periodic sequence, the VSLA starts to progressively construct with the presen-
tation of consecutive tokens, one at a time. During its construction, VSLA in-
corporates states and transitions in its structure that originate from the noise in
the sequence. To discover the potential cycle of the sequence, VSLA undergoes
a noise removal process where the states and transitions that represent noise

Output
Channel

Input
Channel

Second Pass

Q(t)

First Pass

Possible Cycles

SLA
Constructor

PossibleNoise
Remover

Cycle
Finder

QNoisy Input
Generator

VSLA

VSLAs

Fig. 2. Process flow diagram of the method. The input sequence generated is used in
the construction of VSLA. VSLA obtained undergoes a noise removal process where
structural components representing noise are eliminated. After a second pass of the
input sequence through each VSLA potential cycles of the sequence are listed.
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are eliminated. This process elicits several possible VSLAs, each capable of ac-
cepting a potential cycle. At this point at which the construction is over and
the structure of the automaton is not subject to modification (i.e., not variable)
anymore, the learning automaton changes to a fixed structure learning automa-
ton [11]. Finally, each fixed structure learning automaton is presented the input
sequence a second time, again one token at a time in sequential order, whereby
candidate cycles are cast.

4 Variable Structure Learning Automaton (VSLA)

This work is a constructive approach to building a variable structure learning
automaton composed of a single state at the beginning. The construction of
VSLA is based on two principles: (1) each input token presented should carry
VSLA from one state to another via transitions with adjustable probabilities,
and (2) the transitions initiated by non-distorted tokens of a noisy and periodic
sequence are more frequently used than transitions initiated by noise. Based upon
the first principle, structural components of VSLA (i.e., states and transitions)
are inserted as necessary during the presentation of consecutive tokens. This
constructive approach provides for an automaton architecture that is capable of
detecting the potential cycle of the sequence presented. The second principle is
exploited to identify transitions and states that are initiated by noisy tokens.
To distinguish between the transitions initiated by the real tokens of the cycle
and those that are noise, we reward those transitions and states that are more
frequently used by increasing their probability.

Each token can initiate transitions only from a specific state. The contribu-
tion of each token presented to VSLA is that (1) if the token is presented for the
first time, a new state with no outgoing transition (terminal state) is inserted
from which VSLA moves with the current token only, and (2) one of the tran-
sitions inserted with the previous token is selected and used to move VSLA to
the next state while those that are not selected are removed. The source state of
the selected transition is called the active state at the current time instant, or
the currently active state (CAS). Transition to be selected should move VSLA
with the previous token either to the state related to the current token or to
a terminal state if the current token is presented to VSLA for the first time.
The transition selected is rewarded among those that depart from the CAS. The
CAS is rewarded as well. The reason for rewarding the CAS is to emphasize the
temporal order of the previous token in the input sequence. In the following, we
provide a formal definition of VSLA which the subsequent discussion is based
on. Then follows a discussion about the construction and the operation of VSLA.

4.1 Definition of VSLA

VSLA is a quintuple < Σ, Φ, α,F ,Lδ >, where
– Σ = {τ1, . . . , τK} is a set of tokens, the token alphabet
– Φ(n) = {φ1, . . . , φS} is a set of states, representing temporal positions within

the token sequence
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– F(., .):Φ × Σ → Φ is the stochastic transition relation mapping the current
state and token to the next set of states

– Δ(n) =
⋃

τk∈Σ

⋃
φi∈Φ(n)

⋃
φj∈Φ(n)

δτk

φiφj
is a set of transitions δτk

φiφj
where a transi-

tion δτk

φiφj
defines a move of VSLA initiated by kth alphabet token τk from

the source state φi to the destination state φj .
– Lδ is the learning algorithm used to update the probability of each relevant

state and transition upon receipt of each token.

Learning during the construction of VSLA occurs based on reinforcement
learning. VSLA considers each token as a response produced by an environment.
Each token is regarded as a reward for both the state that is able to move the
VSLA with the current token and the transition that has moved VSLA with the
previous token to the next active state. The value of each transition and state is
their probability. We use temporal difference learning in adjusting probabilities.
The learning algorithm, Lδ, is defined as follows:

Let φi, i ∈ [1, S] be the state to be rewarded. Further, δτk
ij be the transition

deserving rewarding. Then the probability adjustments are accomplished based
on linear reward-inaction scheme (LR−I) [11] as follows:

f τk

ij (n + 1) = f τk

ij (n) + α[1 − f τk

ij (n)]
f τk

lj (n + 1) = [1 − α]f τk

lj (n), ∀φl �= φi

f τm

lj (n + 1) = f τm

lj (n), ∀φl �= φi and/or τm �= τk

(1)

where α ∈ (0, 1) is a constant learning parameter.

4.2 Construction of VSLA

The algorithm of the construction of VSLA is given in Fig. 3. We discuss the
construction of the VSLA following an example. We construct a VSLA that
recognizes a cycle C = (1 2 3 2 4 4) in the example where we use a simple token
alphabet, Σ = {1, 2, 3, 4}. VSLA initially consists of a single state, the start
state, φ0(0) = a as in Fig. 4, which represents the machine at the time n = 0
prior to the receipt of the first token τ1 = 1 ∈ Σ. Received by VSLA at n = 1
at step 2 in Fig. 3, 1 cannot move VSLA anywhere. Therefore, a becomes the
next active state (NAS) at step 3. Steps 4-6 are skipped since a CAS does not
exist. Since a is not improbable, nothing is performed at step 7, either. At this
point, VSLA still has a single state a as in Fig. 4. Step 8 is, where a is marked as
the CAS. At step 9(a), a new currently improbable terminal state b is inserted.
In part (b), δ1

ab is added to VSLA along with δ1
aa also with 0 probability. With

the next token 2 received, b is identified as NAS, since no states in VSLA can
move with 2. The CAS is a from the previous turn of the loop. At step 4, we
select δ1

ab. At step 5, we reward a and δ1
ab. Step 6 is where we remove δ1

aa. The
resulting VSLA is illustrated in Fig. 5. Next, b is marked to be the CAS. A
new currently improbable terminal state c is inserted and the transition set is
updated by adding the currently improbable transitions with token 2 from b to
all states: Δ(2) = Δ(1)

⋃c
i=a{δ2

bi}. Upon receipt of the next token 3, c is selected
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Algorithm

1. initialize
(a) VSLA by a start state with probability 1 prior to the receipt of first token
(b) currently active state: none

2. receive token
3. identify the state from which transitions originate with current token only, or, if

not, the terminal state (next active state)
4. if a currently active state exists, select the transition between currently active state

and next active state (selected transition)
5. if a currently active state exists, generate reward to

(a) currently active state among all states
(b) selected transition among transitions originating from currently active state

6. remove all improbable transitions from currently active state
7. remove all inaccessible improbable states
8. mark next active state as currently active state
9. perform temporary structure modification

(a) insert a currently improbable terminal state
(b) insert new currently improbable transitions from currently active state to all

states (including the terminal state)
10. loop back to step 2 as long as there are tokens left in the sequence

Fig. 3. The algorithm for the construction of VSLA

a

Fig. 4. The initial topology of VSLA. VSLA is a single state with probability 1 prior to
the receipt of the first token. After the presentation VSLA still maintains its topology
until insertions of necessary structural components are performed.

a b
1

Fig. 5. Structure of VSLA after processing first token 1. At this point, 2 is presented
to VSLA. This is the point right after the removals but before the insertions related
to 2.

as the NAS, and δ2
bc the transition to be rewarded. Following the probability

adjustment of both b and δ2
bc, the removal of unused transitions originating from

b are accomplished. The topology of VSLA at this point is shown in Fig. 6.
Finally, the terminal state d is inserted and the transitions stemming from c
are added to all states including c: Δ(3) = Δ(2)

⋃d
i=a{δ3

ci}. The next token
presented is 2. This time, the NAS is again b since 2 has already been presented
to VSLA and b is the state VSLA moves from with 2. Further δ3

c,b is selected to be
rewarded. After the probability adjustment of c and δ3

cb is made, all improbable
transitions from c but the one going to b are removed. Further, d is removed since
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a b
1

c
2

Fig. 6. VSLA’s structure after 2 has been processed and 3 received

a b
1

c
2

3

Fig. 7. VSLA topology follows after the first three tokens have been processed and 2
presented a second time

a b
1

c
2

3

d

2

Fig. 8. Structure of VSLA following the process of the second 2. At this point VSLA
knows the first 4 is the next token but has not processed it yet.

a b
1

c
2

3

d

2 4

Fig. 9. VSLA after making necessary changes in its structure after the first 4. VSLA
is also presented the second 4, but has not processed it, yet.

it becomes inaccessible. Now, VSLA is as shown in Fig. 7. Following the removals,
the insertions are performed: the state d is added and the set of transitions is
modified as follows: Δ(4) = Δ(3)

⋃d
i=ai
=c{δ2

bi}. The CAS is b. Upon receipt
of the next token 4, the only terminal state, d, becomes the NAS since 4 is a
new token presented to VSLA and δ2

bd is selected to be rewarded. Following the
probability update of rewarded components b and δ2

bd, improbable transitions⋃b
i=a{δ2

bi} are removed. VSLA then appears as in Fig. 8. Next, d is marked as
the CAS. A new terminal state e and an improbable transition from d to all
other states are added: Δ(5) = Δ(4)

⋃e
i=a{δ4

di}. With the next token 4 received,
d is found to be the NAS, since 4 has already been presented to VSLA and d is
the state VSLA moves from with 4. The CAS is also d from the previous turn of
the loop, and δ4

dd is selected. d and δ4
dd are rewarded. Following the probability
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a b
1

c
2

3

d

2 4

4

Fig. 10. This is the final appearance of VSLA in this example where the second 4
has made necessary changes in VSLA’s structure and first token 1 of the next cycle
presented.

update of rewarded components d and δ4
dd, improbable transitions

⋃e
i=a,i
=d{δ4

di}
are removed. The resulting VSLA is illustrated in Fig. 9. Next, d is again marked
to be the CAS. This algorithm is executed until all tokens in the input sequence
are processed. The changing topology of VSLA is provided in Fig. 10.

4.3 Noise Removal (NR)

NR is a process to detect and remove states and transitions that have close-
to-zero probability and potentially represent noise in the sequence. Transitions
are grouped by their source states and the probabilities within each group are
sought for classification into some suitable pattern by their ratios. Classification
may result in more than one pattern in each group. In other words, the ratios of
probabilities of transitions in a group may fit to more than one pattern. Then
using all combinations of groups’ patterns, we construct a series of valid VSLAs
which are able to recognize the possible cycles of the input sequence. A simple
example follows to show the classification of probabilities into patterns: Consider
a group of transitions with probabilities (0.0766, 0.4914, 0.0587, 0.2561, 0.0631,
0.0481, 0.0060). Suppose that this group may have at most 3 transitions: then
we have to try patterns with a total number of transitions from 1 to 3: Possible
patterns are 1 = {1}, 2 = {2, 1 : 1}, 3 = {3, 2 : 1, 1 : 1 : 1}. Strongest match is
2 : 1. Weaker matches may be 1, 2, 3. Match 2 : 1 means that probability 0.4914
is 2, 0.2561 is 1 and all others are 0 (i.e., noise).

5 Results and Conclusions

To assess the performance of VSLA in discovering the cycle of noisy periodic se-
quences, we have run 15400 experiments with cycle lengths ranging within [5, 22],
using sequences with noise percent ranging within [0, 30] and have observed the
average recognition probability of VSLA. The test results of our method are
shown in Fig. 11. For each point in the mesh in Fig. 11, we have conducted
200 experiments. At all experiments, we used a 9-element token alphabet, and
a quite small learning parameter α = 0.01 to approach to expected transition
probabilities as close as possible. VSLAs constructed by our method display al-
most a full recognition capability (i.e., within [0.97,1]) for all cycle lengths within
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Fig. 11. Illustration of results. The probability that VSLA constructed finds the cycle
of the noisy input sequence is shown as a function of noise added and cycle length.
The coordinates of the tip representing the worst case are |C| = 22, Noise = 30% and
Precog = 0.38.

Table 1. An example to two different sequences displaying the same frequency sum-
mary

Tokens Probabilities
1 0.5
2 0.25
3 0.25

Tokens pairs Probabilities
1 2 0.25
2 1 0.25
1 3 0.25
3 1 0.25

the given range up to a level of 12% of noise (i.e., in Fig. 11 to a plane at RC

parallel to the cycle length-recognition probability plane). Further, VSLAs are
able to discover cycles of sequences with |C| ≤ 10 (i.e., to a plane at RN parallel
to the noise-recognition probability plane) for all experimented noise levels with
a probability of not worse than 0.97. We note in Fig. 11, that Q establishes the
starting corner of a dramatic fall that ends up at the lowest tip T of the mesh
pointing out the worst-case recognition probability of 0.38 for |C| = 22 with
a maximum noise level of 30%. It is worth further noting that the coordinates
of P, a representative point of the fall, are (C = 19, N = 24%, Precog = 0.77),
meaning that, in a set of experiments with sequences in which five cycles can fit
in 100 tokens, and, in average, one of four tokens is noisy, constructed VSLAs
are expected to correctly discover the cycles of three of every four sequences. A
final word on the size of token alphabet is that as token alphabets shrink, VSLA
complexity grows. Furthermore, in certain cases, use of a smaller number of al-
phabet tokens enhances the probability that two sequences with different cycles
may display the same frequency summary of token pairs. We provide an example
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to show this below: consider cycles C1 = (1 2 1 3 1 3 1 2) and C2 = (1 2 1 3).
Frequency summaries of both cycles are as shown in Table 1. In these cases, a
2nd-degree Markovian process is required to distinguish between these two cy-
cles, which is beyond the scope of our work. In this work, we have shown that,
using the principles of reinforcement learning, VSLAs can be devised with a
constructive approach to detect cycles or repetitive patterns in noisy periodic or
partially periodic sequences.
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Abstract. In this paper, we have proposed a new modified forecasting method 
based on time-variant fuzzy time series. It uses trend heuristics in addition to 
high-order fuzzy logical relations and enhances the average forecasting 
accuracy significantly. To illustrate the whole forecasting process, we use 
actual enrollments (historical data for 22 years) of the University of Alabama 
(UA) and compare results obtained through other well-known fuzzy time series-
based approaches described up to date in the literature. As a result, for all 
examined cases, the new time-variant method yields better forecasting accuracy 
as compared with alternative methods. 

1   Introduction 

Virtually everywhere and incessantly forecasting plays an important role in human 
activities and making decisions about the future – for instance, weather and natural 
phenomena prediction, university enrollment forecasting, production, sales and finan-
cial planning are amongst those examples, where more accurate forecasts both deter-
mine to a considerable degree a shape of the further steps to take and contribute posi-
tively to the development of more efficient plans of actions. With this end in view, a 
variety of qualitative and quantitative forecasting approaches were proposed to date 
with a clear purpose of increasing the accuracy of prediction as far as possible [5]. 
However, such methods cannot tackle problems, in which historical data take the form 
of linguistic constructs rather than precise numerical values. Fuzzy time series allows 
to compensate for such deficiency [4] clearing the way to process both linguistic and 
numeric data. 

Forecasting based on fuzzy time series attracts substantial attention of researchers 
over the last decade; cf. [1]-[4], [8,9,11]. Song and Chissom [7]-[9] introduced time-
invariant (TI) and time-variant (TV) models for forecasting with fuzzy time series. 
Section 2 of the present paper provides all principal definitions related to fuzzy time 
series, but at the moment we define in passing what is entailed by time-invariant and 
time-variant fuzzy time series. If for any moment of time t , fuzzy time series )t(F  

is caused by )1-t(F  only, i.e. )1-t,t(R)1-t(F)t(F o= , and fuzzy relationship R  

does not depend on time t , then )t(F  is called time-invariant; otherwise, it is called 

a time-variant fuzzy time series [3],[4]. In the ongoing studies, we proposed time-
invariant method [11] having average student enrollment forecast error (a.f.e.) close to 
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%42.2 . Also, Chen [1] worked on time-invariant fuzzy time series for forecasting 
enrollments and obtained the average prediction error around %23.3 . Results of 
experiments with both time-invariant models are shown in Fig. 1 (Matlab® 6.5).    

 

  
                                   (a)                                                               (b) 

 
Fig. 1. Experimental forecast results – TI models proposed by (a) Chen (a.f.e. is 3.23 %) [1], 
and  (b) ah-Degtiarev (a.f.e. is 2.42 %, 6 fuzzy sets) [11] 

 
For the time-invariant model, Song and Chissom [8] obtained %18.3  average 

error. Based on UA enrollment data (the most commonly cited example in the litera-
ture) that cover a period of more than 20 years (see Table 1), same authors [9] also 
studied time-variant model that is expressed as 
 

                                       1)-t(t,R  1)-F(t)t(F wo=  ,    (1) 

 
where 1)-F(t  denotes the enrollment of the year 1-t , )t(F  is the forecasted enroll-

ment of the year t  expressed by fuzzy sets, symbol o  denotes a max-min composi-

tion operator. Besides, 1)-t(t,R w  is a union of  first-order fuzzy relations within the 

forecasting window (with a length) of w years prior to year t , i.e. the value of fuzzy 
time series at the moment t  is forecasted by “combining” time series values at 
moments )1-t( ,…, )w-t( , where 1w > . The average prediction error of this time-

variant model turned out to be %37.4  when the data window w  is 4 [9]. Although a 
certain dispersion of forecast error measures exist, nevertheless all of them appear to 
outnumber those results that use traditional models [4]. 

Along with Song and Chissom, Hwang, Chen and Lee [4] proposed a new time-
variant forecasting model, which was tested on the same enrollment data of the Uni-
versity of Alabama (UA). Fig. 2 shows Matlab® 6.5 simulation results attained – the 
model uses variations of enrollments and derives relations between these variations. 
In compliance with the suggested approach, the highest significance is set to  
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variations of current and previous years, i.e. the variation of the last year serves as a 
criterion. The authors used a model basis w  (window) that indicates the number of 
years of enrollment data used in the forecasting. Enrollment variations from the last 

(previous) year to 

thw  year in the past form so-called operation matrix )t(O w  on 

)t(F .  

 

 
                                    (a)                                                              (b) 

 
Fig. 2. Experimental forecast results – TV models proposed by (a) Hwang-Chen-Lee (a.f.e. is 
3.12 %) [4], and  (b) Song-Chissom (a.f.e. is 4.37 %, window w  is 4) [9]  

 
    As a result, the model of Hwang, Chen and Lee )t(C)t(O)t(R w ×=  uses a 

criterion vector )t(C  (last year variation) and operation matrix )t(O w  to calculate a 

relation =)t(R [ ijR ], w,1i = , m,1j =  ( m  is the number of intervals universe of 

discourse is partitioned to); symbol ×  represents the matrix multiplication. Finally, 
the forecasted variation of the year t  (fuzzy set) is calculated as 

[  ,... , )R ,... ,R,max(R )t(F w12111=  ] )R ,... ,R,Rmax( wmm2m1 . Hence, fuzzy set 

)t(F  (fuzzified enrollment variation between successive years t  and 1t − ) is 

calculated by taking maximum values from each column of the relation )t(R . The 

model of Hwang, Chen and Lee turns out to be quite effective on account of use of 
simple matrix multiplications. In addition, it results in better forecasting as compared 
with Song and Chissom time-invariant and time-variant models – average forecast error 
of the time-variant model constitutes %12.3  under the window w  equal to 4 [4]. 

Chen and Hwang continued working on fuzzy time series, and subsequently they 
put forward another model for temperature prediction, which is two-factors time-
variant fuzzy time series [2]. With the aim to improve accuracy, this method uses two 
factors in the forecasting process, namely, daily average temperature as a main-factor 
and daily average cloud density as a second-factor. In this model, criterion and 
operation matrix are used in the same way as described above, at that, they are 
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calculated from main-factor (daily average temperature) fuzzy time series. The 

relationship matrix is calculated as )t(C)t(S)t(O)t(R w ××= . Both )t(O w  and 

)t(C  are obtained from main-factor fuzzy time series )t(F , whereas )t(S  is a 

second-factor fuzzy time series generated from daily average cloud density. 
Another original approach to enrollment forecasting that utilizes high-order fuzzy 

time series was introduced by Tsai and Wu [12]. Instead of using relations between 
consecutive variations of fuzzy time series, they derive relationships between fuzzy 
time series that unordered in time, thus introducing so-called high-order model of 
fuzzy time series. For forecasting they used model (1) of Song and Chissom with a 
modified method of calculating relational functions that can be expressed as follows: 

))i(R(unionR,)4(F)2(F)2(R),3(F)1(F)1(R 2
2

2
2   

2
2   

2
2 =→=→= . The authors 

considered enrollment data for 4 years as a window of the forecasting problem and 
obtained two-step-ahead relations. In the end, this model performs better in 
comparison with Song and Chissom and Hwang-Chen-Lee models.   

In order to improve forecasting results still more, Huarng [3] used a domain speci-
fic knowledge known as heuristics (mental short-cuts, or “informal, intuitive strate-
gies that sometimes lead to effective solutions” [10] ) that express expert’s expecta-
tions of tendency for increasing or decreasing enrollment in the next year (so-called 
growth-decline heuristics). In general, heuristics lighten cognitive activity in any 
decision making process [10], and, in particular, they play a pivotal role in the 
forecasting process such that enrollment prediction for the year t  makes use of fuzzy 
time series of the previous (last) year 1-t . Following the proposed model, all first-
order relations between fuzzy time series of consecutive years are generated, and 
those of them, which have the same left-hand-side, are grouped together. Heuristic 
model studies revealed better results as compared to both non-heuristic models and 
methods proposed by Song-Chissom and Chen.   

In this paper, we introduce a new modified time-variant fuzzy time series approach 
to enrollment forecasting, which, in general, can be equally applied to various fore-
casting problems such as foreign exchange rate prediction. The proposed approach 
uses variations of disposable historical enrollments in place of raw numeric values as 
fuzzy time series. The forecasting procedure makes use of historical enrollment data 
of the University of Alabama (UA) for the period of 1971-1992. Major peculiarities of 
the proposed approach lie in the use of high-order relations and trend heuristics that 
provides information (subjective expectations) about future enrollments. In addition, 
the model is checked up for the purpose of effect of different number of fuzzy time 
series on forecasting process. It is shown that the average forecasting error for 6 fuzzy 
time series with the window basis w  equal to 4 comes close to %51.1 . Concurrently, 
results obtained are compared with fuzzy time series models studied up to date with 
the object of forecasting accuracy.  

We organize the paper as follows. In Section 2, brief review of basic fuzzy time 
series concepts is given. Trend heuristic time-variant fuzzy time series method is 
introduced in Section 3. In Section 4, the effect of different number of fuzzy time 
series on forecasting results is studied and comparison with existing time-variant 
fuzzy time series methods is done. Finally, concluding remarks and observations are 
drawn in Section 5.  
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2   Basic Fuzzy Time Series Definitions 

In this section, we provide a summary of basic fuzzy time series concepts needed for 
the subsequent text; cf. [2], [4], [7]-[9]. 

 

Definition 1.  Let }u ,...,u,u{U n21=  be a universe of discourse (universal set); a 

fuzzy set A  of U  is defined as { }nnA11A u/)u(f ... u/)u(fA ++= , where Af  is 

a membership function of a given set A , ]1,0[U:fA → . 

Definition 2.  Assume ⊂)t(Y R (real line), ... 0,1,2, , ...t = , to be a universe of 

discourse defined by the fuzzy set )t(fi . )t(F  consisting of )t(fi , ... ,2,1i = , is a 

fuzzy time series on )t(Y . At that, function of time )t(F  is understood as a 

linguistic variable, whereas )t(fi  are linguistic values of )t(F . 

Definition 3.  If there exists a fuzzy relation 1)-t,t(R  such that 

)1-t,t(R)1-t(F)t(F o= , then  )t(F   is said to be caused by )1-t(F . The 

relationship between )t(F  and )1-t(F  can be denoted by the expression 

)t(F)1-t(F → ; 1)-t,t(R  is called the first-order model of fuzzy series. 

Definition 4.  If solution of forecasting problem uses only )t(F , then it is called one-

factor time series.   

Definition 5.  If )t(F  is caused by )1-t(F , )2-t(F , … , )n-t(F ,  

i.e. 1)n-F(tn)-F(t  ...   1)-F(t2)-F(t     )t(F)1-t(F +→→→ , then the n-th 

order fuzzy logical relationship can be represented as 
1)n-F(tn)-F(t...1)-F(t2)-F(tF(t)1)-F(t +→∪∪→∪→ . 

Definition 6.  If )t(F  is caused by 1)-F(t , 2)-F(t , … , )n-t(F  simultaneously, 

that is )t(F)n-t(F   ...   )t(F)2-t(F     )t(F)1-t(F →→→ , then so-called high-

order fuzzy logical relationship can be represented as follows: 
F(t)n)-F(t...F(t)2)-F(tF(t)1)-F(t →∪∪→∪→ . 

Definition 7. If there exists a fuzzy relation )w-t,t(R , such that 

F(t)w)-F(t...F(t)2)-F(tF(t)1)-F(tw)-tR(t, →∪∪→∪→= , then )w-t,t(R  

is a union of high-order logical relations.  

3   A New Modified Trend Heuristic Time-Variant Fuzzy Time  
     Series Method 

The fundamental aim of this study is to improve the forecasting accuracy of the 
method based on time-variant fuzzy time series. For this purpose we state three pri-
mary provisions, namely:  

(a) variations of historical enrollments are used in place of raw numeric values 
as fuzzy time series,  
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(b) trend heuristics that summarize opinions on what changes will be take place in 
enrollment activities in the year to come in terms of linguistic values (terms) 
“de-crease”, “no change” or “increase” guides next year estimates, and  

(c) calculation of R  is based on high-order fuzzy logical relations.  

It should be stressed that the latter corresponds to the core distinctive feature of the 
method proposed in this paper, ensuring better forecasting results. Among other 
things, a new peculiarity of the proposed method is grounded on using trend heu-
ristics. In line with a generally recognized thesis asserting that better forecasting 
results can be obtained when more factors are added to the process under study, we 
suggest to use trend heuristics in addition to historical enrollment data. The former 
can be provided by domain experts and other recruited highly skilled individuals who 
have a specific knowledge on economic/political situation and academic-related 
developments.  

Thus, the forecasting process based on UA enrollment data can be described in a 
step-by-step manner as follows (as an example, we consider 6 fuzzy sets to be used in 
the model).  

  
Step 1:  Definition of the universe of discourse U  based on variations of the enroll-
ment data. 

Set U  is defined on the yearly variations of the enrollments for the period of 1971-
1992. Actual data and corresponding variations are listed in Table 1 (second and sixth 
columns; minimum and maximum variations are 955Vmin −=  and 1291Vmax = , 

respectively). To simplify the division of U  into equally length intervals, we assume 
a closed interval ]VV,VV[ 2max1min +−  in the capacity of U , where 1V  and 2V  are 

positive integers 45  and 109 , accordingly. As a result, ]1400 ,1000[U −= .  

Step 2:  Partitioning  universe of discourse into equally length intervals. 
Universal set U  is partitioned into six equivalent (400 units each) intervals, 

namely, they are ]600 ,1000[u1 −−= , … , 1400] ,1000[u6 = . Additionally, we 

denote mid-points of these intervals as im , 6,1i = , i.e. 800m1 −= , … , 1200m6 = . 

Step 3:  Definition of fuzzy sets iA , 6,1i = .  

We assume that the linguistic variable “variations of enrollments” is characterized 
by terms (values) 1A  (big decrease), 2A  (decrease), 3A  (no change), 4A  (increase), 

5A  (big increase), and 6A  (too big increase). In general, as the number of fuzzy sets 

is changing, linguistic variables are re-determined accordingly. 

Each Uui ∈  is an element of a particular set 1,6i  ,Ai = , and the membership 

degree )u( iμ  of element iu  is expressed by the real value from the closed interval 

]1,0[  as shown below (elements iu  not displayed explicitly are assumed to have ze-

ro membership degrees): 

}u / 1  u / 0.5{A        }u / 0.5  u / 1  u / 0.5{A

}u / 0.5  u / 1  u / 0.5{A        }u / 0.5  u / 1  u / 0.5{A

}u / 0.5  u / 1  u/5.0{A                         }u / 0.5  u/1{A

6566545

54344323

3212 211  

+=++=
++=++=

++=+=
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Step 4:  Fuzzification of variations of historical data (finding an appropriate fuzzy set 
for each year’s variation).  

This step is eliminated when historical data are already expressed in linguistic 
form. However, for the enrollment forecasting process, which is the subject of the 
present paper, both absolute data of actual enrollments and variations are set in the 
integer format. Therefore, this step stipulates for conversion of numeric variations to 
fuzzy sets following the rule: if variation of the year t  is iup ∈ , and there is a term 

repre-sented by a fuzzy set iA  with the maximum membership value falling on the 

same interval iu , then p  is fuzzified as iA . Results of fuzzification are summarized 

in Table 1 (fourth and eighth columns). 

 
Table 1. Actual data and fuzzified historical enrollments based on variations 

 

Years Actual 
enrollments 

Variations Fuzzified 
variations 

Years Actual 
enrollments 

Variations Fuzzified 
variations 

1971 13055   1982 15433 – 955 1A  

1972 13563 + 508 4A  1983 15497 + 64 3A  

1973 13867 + 304 4A  1984 15145 – 352 2A  

1974 14696 + 829 5A  1985 15163 + 18 3A  

1975 15460 + 764 5A  1986 15984 + 82 5A  

1976 15311 – 149 3A  1987 16859 + 875 5A  

1977 15603 + 292 4A  1988 18150 + 1291 6A  

1978 15861 + 258 4A  1989 18970 + 820 5A  

1979 16807 + 946 5A  1990 19328 + 358 4A  

1980 16919 + 112 3A  1991 19337 + 9 3A  

1981 16388 – 531 2A  1992 18876 – 461 2A  

 
Step5:  Determination of trend heuristics (formulated by experts) to be used in 
forecasting process. 

At this step, trend heuristics are settled by experts in definite terms – actually, these 
are verbally expressed statements that “put into shape” subjective assumptions on 
tendencies towards enrollment changes in the next year, e.g. “no change”, “increase”, 
or “decrease”. We use these pieces of information to generate heuristic trend fuzzy 

time series denoted as jh , 3,1j = . With that end in view, midpoints of defined inter-

vals iu , 6,1i = , are used to obtain fuzzified values of jh  as follows: 

tendency “decrease”: iu ∀ , 6,1i =  : if 0mi <  then )u( iμ  = 1, 

tendency “no change”: iu ∀ , 6,1i =  : if 0mi =  then )u( iμ  = 1, 

tendency “increase”: iu ∀ , 6,1i =  : if 0mi >  then )u( iμ  = 1 . 
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    Corresponding intervals and their midpoints for all six fuzzy sets determined at the 
step 2 are now used for calculation of membership degrees of set jh  elements. For 

example, assume that trend heuristic indicator for the next year is “decrease”. Mid-
points of the intervals 1u  and 2u  are less than 0 (zero), namely, they are 800m1 −=  

and 400m2 −= , therefore both )u( 1μ  and )u( 2μ  become equal to 1; on the contra-

ry, midpoints im , 6,3i =  are greater than or equal to 0, thus giving 0)u( i =μ  

( 6,3i = ). In the end, membership degrees )u( iμ  of elements that constitute heuristic 

trends 1h , 2h  and 3h  are 

 
“decrease”: }u/1  u/1{h 211 +=       “no change”: }u/1{h 32 =   

“increase”: }u/1  u/1  u/1{h 6543 ++=  . 

 

Step 6:  Calculation of 1)-t(t,R w , 1w > , using fuzzy high-order logical relations. 

To calculate relation 1)-t(t,R w , we use window w  equal to 4 – later on in the 

paper (Section 4), we will discuss the effect of different values of w , 8,2w = , in 
aggregate with varying number of fuzzy sets (from 5 to 9) on the average forecasting 
errors (a.f.e.).  

To make use of 4 previous years of variations, the forecasting process starts to con-
sider data from the year of 1976. Fuzzified variations of four consecutive years are 
taken outright from Table 2 – they are as follows: (years 1972 and 1973) - 4A , (years 

1974 and 1975) - 5A . 

Calculation of )1-t,t(R w  requires to determine (high-order) fuzzy relations, 

which are generated through fuzzified variations within w  years, viz t1t AA →− , 

t2t AA →− , … , t1wt AA →+− . For data under study those relations are 54 AA →  and 

55 AA → . In general case, some relations may appear in the list more than once, so 

such duplicates are simply eliminated. Relation )1-t,t(R w  for the present forecas-

ting problem has the form: 5
T
55

T
4

4 AAAA)1-t,t(R ×∪×= . 

The forecasting procedure implies regeneration of the relation )1-t,t(R w  on the 

basis of corresponding fuzzified variations each time window basis w  is changed. 

Step 7:  Forecasting and defuzzification of the output (variations). 
Forecasting model in use is as follows:  
 

  j
w

1ii h)1-i,i(RAA ××= −  ,       (2) 

 
where iA  is a forecasted variation of the year i  in terms of fuzzy set, 1iA −  is a 

fuzzified variation of the year 1-i , )1-i,i(R w  is the union of high-order fuzzy 
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logical relations within w  years, jh  is a trend heuristics (change tendencies stated by 

domain experts). Fuzzy outputs calculated using (2) are summarized in Table 2 (third 
column).  
 

Table 2. Forecasted fuzzy outputs and enrollments (1976 – 1989), window w = 4 
 

Year Actual 
enrollments 

Fuzzy Outputs Forecasted 
Enrollments 

Relative 
(percentage) error 

1976 15311 0  0  0  0  0  0  15460 0.97 % 

1977 15603 0  0  0  0.25  0  0 15711 0.69 % 

1978 15861 0  0  0  1  0.25  0 16003 0.89 % 

1979 16807 0  0  0  1  0.25  0 16261 3.25 % 

1980 16919 0  0  0  0.25  1  17607 4.06 % 

1981 16388 0  0.25  0  0  0  0 16519 0.79 % 

1982 15433 0.25  1  0  0  0  0 15988 3.59 % 

1983 15497 0  0  0  0  0  0 15433 0.41 % 

1984 15145 0  0.25  0  0  0  0 15097 0.31 % 

1985 15163 0  0  0.25  0  0  0 15145 0.11 % 

1986 15984 0  0  0  0.25  0  0 15563 2.63 % 

1987 16859 0  0  0  0.25  1  16784 0.44 % 

1988 18150 0  0  0  0.25  1  17659 2.70 % 

1989 18970 0  0  0  0  0.25 1 19350 2.00 % 

 
Step 8:  Calculation of forecasted enrollments (actual numeric values).  

This step envisages conversion of fuzzy outputs obtained above to crisp integers. In 
general, this defuzzification process is “context- and problem-dependent” to a high 
degree, and one of the criteria to select a defuzzification method is the value of its 
computational simplicity [6]. In the problem under study we suggest to use defuzzi-
fication approach proposed by Song and Chissom [8],[9]. It takes proper account of 
both principal characteristic properties of the problem and specificity of fuzzy process 
output. Well known mean-max (MoM) membership/height and centroid methods 
underlie it, thus resting on a rational enough combination of procedures that put 
emphasis on membership function peak points and its shape depending on the output 
result. Consequently, relative simplicity, robustness and reasonable accuracy of 
defuzzification scheme is achieved. 

Core regulations of Song and Chissom defuzzification procedure can be brought to 
the following: (a) if all membership values of the output are 0 (zeros), then the fore-
casted variation is set to null as well, (b) if the membership function of output has 
exactly one maximum (single peak), the midpoint of interval, on which this value is 
attained, is recognized as a forecasted variation, (c) if the output membership function 
has two or more consecutive maximums, the midpoint of corresponding conjunct 
intervals is regarded as a forecasted variation, (d) under all other cases, standardize 
the fuzzy out-put and use the midpoint of each interval to apply centroid method for 
calculation of defuzzified forecasted variation. 
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When the fuzzy variation of the year under consideration is obtained, it is summed 
up with actual enrollment of the last (previous) year. For instance, if calculated 
variation (year 1977) is 300 , and the actual enrollment (year 1976) is 15311 , then the 
forecasted enrollment estimate (year 1977) becomes 15711 . Forecasted results for the 
University of Alabama are shown in Table 2 (fourth column). 

4   Test for Different Number of Fuzzy Sets and Discussion 

In general, the number of fuzzy sets ( FSN ) affects the forecasting accuracy – animo 

we tested the developed model on different values of FSN  in the range from 5 to 9 

(such choice is mainly governed by a commonly cited 27 ±  information span of 
human short-term memory). Depending on FSN  value, intervals iu  and correspon-

ding linguistic values undergo applicable change as well. Table 3 shows results 
obtained, and it can be noticed that better forecasting accuracy is achieved when FSN  

is equal to 6, as also shown in Fig. 3(b). Simultaneously, our results were compared 
with the ones produced by Song-Chissom and Hwang-Chen-Lee methods – Table 4 
puts together all these cases. Our simulations show that the proposed time-variant 
method outperforms existing fuzzy time series models significantly on the same set of 
UA historical data. 

Table 3. Average forecasting errors (%) for different values of FSN  ranging from 5 to 9 
 

Window  → 2 3 4 5 6 7 8 

5 fuzzy sets 1.96 % 1.82 % 1.88 % 1.94 % 2.00 % 2.10 % 1.90 % 

6 fuzzy sets 1.51 % 1.43 % 1.51 % 1.54 % 1.59 % 1.64 % 1.52 % 

7 fuzzy sets 1.74 % 1.71 % 1.76 % 1.81 % 1.84 % 1.91 % 1.66 % 

8 fuzzy sets 1.86 % 1.78 % 1.81 % 1.86 % 1.88 % 1.98 % 1.86 % 

9 fuzzy sets 1.86 % 1.78 % 1.81 % 1.86 % 1.88 % 1.98 % 1.87 % 

 
       Table 4. Average forecasting errors (%) of different fuzzy time series models 

 

Song-Chissom time-variant (TI) model  (window w  = 4) 4.17 % 

Hwang-Chen-Lee time-variant (TV) model  (window w  = 4) 3.12 % 

Song-Chissom time-invariant (TI) model 3.18 % 

Chen time-invariant (TI) model 3.23 % 

ah-Degtiarev time-invariant (TI) method  ( FSN  = 6 ) 2.42 % 

Proposed time-variant (TV) method  ( w  = 4, FSN  = 6 ) ∼ 1.51 % 

                                                                                                               average forecasting  
                                                                                                                          errors (a.f.e.) 
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                                  (a)                                                                (b) 

 

Fig. 3. Forecasting results: (a) FSN  = 5 (a.f.e. is 1.88 %, window w  = 4), and  (b) FSN  = 6 

(a.f.e. is 1.51 %, window w  = 4) based on high-trend TV model  

5   Conclusions 

In this paper, we presented a new modified time-variant fuzzy time series method for 
forecasting university enrollments. The key particularity of this approach is in joint 
use of trend heuristics and high-order fuzzy logical relations; here, from a compu-
tational perspective, it remains allowably simple. The forecasting process is illustrated  

 

  
                                   (a)                                                                (b) 

 
Fig. 4. Experimental forecast results – high-trend time-variant model USD/TL: (a) FSN  = 9 

(a.f.e. is 0.57 %, window w  is 8), and  (b) FSN  = 6 (a.f.e. is 0.36 %, window w  is 2). With 

the object of interval length narrowing, USD/TL exchange rate was regarded as 1USD = 1.XX 
TL, i.e. the actual rate (for the year 2003) should consider “casted away” factor of 1,000,000.    
  

1 USD = 1.XX TL  [ x 
]
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on UA historical data. Comparing to fuzzy time series methods that are summarized 
in [1]-[4] and [8,9,11,12], the proposed approach (as it appears from Table 3) turns 
down average forecasting error below %2  for virtually all examined cases. 

Visual analysis of graphs in Fig. 3 allows to reveal two specific regularities – the 
first one lies in the occurrence of certain spike effects, at least, for current enrollment 
data under studying, on transition from the growth phase to areas of relative steadi-
ness. The second particularity is a high forecast accuracy achieved on those segments, 
which exhibit discernible trends toward declining and smooth shifting from declining 
to growth. 

Within the framework of the ongoing project, we also tried out the developed time-
variant model for forecasting USD/TL (monthly basis) and USD/RUB (biennial data 
covering the period of 2003-2004 years) exchange rates. Of the two examples, the 
former is characterized by a conspicuous uneven variability in time (Fig. 4), whereas 
the latter manifests rather regular change without abrupt fluctuations. These facts led 
to the attained accuracy over ranges (appr.) %7.034.0 −  and %37.029.0 −  for the 
first and second exchange rate problems, correspondingly (examination of million 
strong values of TL leads to substantial widening of intervals of U  partitioning and to 
respective sharp decline of forecast accuracy down to (appr.) %95.618.3 − ). Not-
withstanding vague difference between results, for both of problems mentioned 
above, the proposed trend heuristic time-variant approach shows noticeably good 
performance reckoning with specialities of actual processed data.         
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Abstract. Recent researches in forecasting with generalized regression neural 
network (GRNN) suggest that GRNN can be a promising alternative to the lin-
ear and nonlinear time series models. It has shown great abilities in modeling 
and forecasting nonlinear time series. Generalized autoregressive conditional 
heteroscedastic (GARCH) model is a popular time series model in forecasting 
volatility of financial returns. In this paper, a model combined the GARCH and 
GRNN is proposed to make use of the advantages of both models in linear and 
nonlinear modeling. In the GARCH-GRNN model, GARCH modeling aids in 
improving the combined model’s forecasting performance by capturing statisti-
cal and volatility information from the time series. The relative tests testify that 
the combined model can be an effective way to improve forecasting perform-
ance achieved by either of the models used separately.  

1   Introduction 

One of the basic problems of economy and finance is the predictability of future 
events. Within a large scale of uncertainty predictions are indeed possible. The analy-
sis of financial time series from the point of predictability has attracted a lot of inter-
est. Because of financial time series’ inherently noisy, non-stationary, and chaotic 
characteristics, it is difficult to obtain complete information from history data and to 
capture the relation between the future prices and the past records. 

Volatility of financial returns is an important aspect of many financial decisions. 
For example, volatility of exchange rates is a determinant for pricing currency options 
that are used for risk management. Hence, there is a need for better forecasting in 
volatility. GARCH modeling builds on advances in the understanding and modeling 
of volatility [1, 2, 3]. It provides accurate forecasts of variances and covariances of 
asset returns through its ability to model time-varying conditional variances. As a 
consequence, GARCH models are applied to such diverse fields as risk management, 
portfolio management and asset allocation, option pricing, foreign exchange, and the 
term structure of interest rates [4]. 

Even so, GARCH models do have limitations [5]. Firstly, they are only part of a 
solution. Although GARCH models are usually applied to return series, financial 
decisions are rarely based solely on expected returns and volatilities. Another limita-
tion is that parametric specifications of GARCH models operate best under relatively 
stable market conditions. Although GARCH models are explicitly designed to model 
time-varying conditional variances, they often fail to capture highly irregular  
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phenomena, and other highly unanticipated events that can lead to significant struc-
tural change. The third drawback in the GARCH models is that they often fail to fully 
capture the fat tails observed in asset return series.  

Financial time series is a nonstationary series, so it is difficult to construct a suit-
able time series model for it. Thus, the forecasting, based on time series model like 
GARCH, can’t be satisfying. Many alternative approaches are proposed through a 
range of nonlinear models that are widely available such as artificial intelligence 
models [6, 7]. Neural networks represent a promising technology with a wide scope of 
potential applications. There is a growing interest in using neural networks to forecast 
the future changes in prices of stocks, exchange rates, commodities, and other finan-
cial time series.  

GRNN is a branch of radial basis function (RBF) neural network. RBF network not 
only has better computation precision than back propagation (BP) network but also 
converge faster than BP network [8]. Therefore, the GRNN has been considered as an 
alternative to the popular back-propagation training algorithm for feed-forward neural 
network. And it is a good means to construct a model based on GRNN for forecasting 
financial time series [9]. 

Because of highly irregular phenomena and many potential non-stationary factors, 
the real-world financial time series isn’t absolutely linear or nonlinear. Thus, a single 
model isn’t the best way for forecasting [10, 11]. Linear and nonlinear patterns can be 
captured by combining different methods. To some extent, improving performance in 
forecasting is equal to capturing more information from the given time series. There-
fore, using GARCH technology in GRNN model is proposed to improve the accuracy 
of the forecasting value. The proposed model GARCH-GRNN forecasting integrates 
the GARCH and GRNN in prediction and mapping nonlinear system. Especially, 
GARCH model effectively captures the volatility of financial time series. 

2   Forecasting Models 

In this paper, three models including GARCH, GRNN and GARCH-GRNN are em-
ployed in forecasting Shanghai comprehensive index. In the following subsections, 
GARCH and GRNN models are described.  

2.1   GARCH Models  

GARCH models, first proposed by Bollerslev [12], who extended the simpler ARCH 
models previously suggested by Engle [13], specify current conditional variance as a 
function of past conditional variances and past squared observations. ARCH models 
are used to study and forecast the conditional variances. The specification of ARCH 
models is given as follows:  

tt Xtfy ε+−= ),1(  (1) 

= −+= p

i itit 1

22 εαωσ  (2) 
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Eq. (1) represents a univariate model of an observed time series
ty , 

),1( Xtf − represents the deterministic component of the current return as a func-

tion of any information known at time t-1, and any other relevant explanatory time 

series data X. tε is the random component. It represents the innovation in the mean 

of
ty . Eq. (2) is referred to as an ARCH (p) variance model. p is non-negative, 

scalar integer representing a model order of the ARCH process, and it is the number 
of lags of the conditional variance. When p=0, the variance process is simply white 

noise with variance ω . ái is the real valued parameters. 2
tσ  is the conditional variance 

at time t. If given the value of statistical variable 22
2

2
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GARCH models. Other models are basically generalized by them. 
GARCH (p,q) model will be gotten through adding lag item of conditional vari-

ance in ARCH models. 
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In the Eq. (3), the variance forecast, 2
tσ , consists of a constant plus a weighted 

average of last period's forecast, 2
jt −σ , and last period's squared disturbance, 

2
it −ε . This implies a correlation in the variance process, and indicates that the data 

is a candidate for GARCH modeling. The usual GARCH restrictions for  
non-negativity and stationarity are imposed, such as non-negativity of variances, the 
real valued parameters ù, âj and ái satisfying ù>0, âj 0, ái 0, and 
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2.2   GRNN Model 

Specht[14] has proposed the GRNN model that is capable of estimating any arbitrary 
function from historical data. The theory of kernel regression is the foundation of 
GRNN operation. GRNN can be equivalent to a nonlinear regression expression as 
follows: 

∞

∞−

∞

∞−
= dYYXfdYYXYfXYE ),(),(]|[    (4) 

where Y is the predicted value of GRNN, X the input series (X1, X2, · · · , Xm), which 
consists of m predictable variables, E[Y |X], the expected value of the output Y given 
an input vector X, and f(X, Y) the joint probability density function of X and Y.  

The GRNN model [15] has four layers of processing unit. Each layer of processing 
units is assigned with a specific computational function when non-linear regression is 
performed. The first layer of the network is responsible for the reception of informa-
tion. There is a unique input neuron for each predictable variable in the input vector 
X. The input neurons then feed the data to the second layer. The number of neurons in 
the second layer is equal to the number of cases in the training set. Therefore, the 
neurons in the second layer are called pattern neurons. A pattern neuron is employed 
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to process the data in a systematic way so that the relationship between the input and 
the proper response is “memorized”. A multivariate Gaussian function is expressed as 
follows: 

),2,1(
22/1

2),(1
22/||||1 njeeia j

m
i ijIWixjb

jjdistjb
L=== = −−− σσ

 (5) 

where b1 is set to a column vector of 0.8326/SPREAD. The SPREAD is the distance 
between an input vector and a neuron's weight vector. The data from the input neu-
rons are used to compute an output ai by a typical pattern neuron i, where IWj,i is a 
specific training vector represented by pattern neuron i, and j is the smoothing pa-
rameter. The shape of basic function figure in No.j latent layer is decided by j. The 
neurons of the third layer, namely the summation neurons, receive the outputs of the 
pattern neurons. In the third layer, the outputs from all pattern neurons are augmented. 
Simple and weighted summations are conducted in neurons of the third layer. The 
outputting of the network can be represented as Eq.6: 

)2,1(,
1 , SkaLWy

n
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=
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where LWk,j is the pattern neuron j connected to third layer of weights, ai would be 
gotten through Eq. (5). 

3   Proposed Model GARCH-GRNN 

Predicting financial time series is an important yet difficult task. Many kinds of linear 
and nonlinear theoretical models have been developed in forecasting financial time 
series, but few of them are satisfying for the given time series. The technology of 
neural networks was proposed to yield more accurate results. One significant advan-
tage of the GRNN model over other classes of nonlinear models is that GRNN is a 
universal approximator which can approximate a large class of functions with a high 
degree of accuracy. GRNN has high time complexity, and its power comes from the 

parallel processing of the information from the data  In the following study, GRNN 
exceeds GARCH model in forecasting time series which can improve the accuracy of 
the prediction, but it can’t map to any type of data exactly. It is almost universally 
agreed in the forecasting literature that no single method is best in every situation 
[16]. The advantages of the two kinds of models may be utilized.  Hence, a proposed 
model that contains both can be a good methodology for practical use. The two mod-
els in the combined model may bring different information from the given time series. 
The given time series would be better described by the proposed model. 

The model GRNN performs a nonlinear functional mapping from the past observa-
tions ),,,( 21 kttt XXX −−− L to the future value tX , that is, 

),,,,( 21 ωktttt XXXFX −−−= L  (7) 

where  is a vector of all parameters and F is a function produced by the GRNN net-
work and connection weights. In this study, a model GARCH-GRNN is proposed 
whose framework is described in Fig.1. The input and aim data include innovation 



 Using GARCH-GRNN Model to Forecast Financial Time Series 569 

 

series inferred from the GARCH model. The relationship between the ouput vector 
)( iY and the input vector )( 1−iY  has the following mathematical representation: 

;,1,),,( 1 ltttiYFY ii ++== − Lω   

 

 

Fig. 1. The architecture of proposed model GARCH-GRNN 

Though vector )( 1−iY  is equal to ),,,( 21 kiii XXX −−− L , it not only contains the 

past observations, but also includes the innovation series. Thus, the GARCH-GRNN 
network is equivalent to a nonlinear autoregressive model with a component capturing 
volatility and statistical information from the financial time series. If vector )( 1−iY  is 

an m-dimension, an m-step-ahead forecasting will be obtained.  
In order to construct suitable model, a suitable GARCH model must be constructed 

firstly. By using the forecasting return series from GARCH, we get the innovation 
series of the given time series. The innovation series contains much statistical and 
volatility information about the time series. It is taken into account the input and aim 
data in GRNN architecture. The function of innovation series in the framework is 
lowering the noise level and aims in improving the performance of forecasting. 

4   Experimental Results 

4.1   Experimental Data 

This study gives 1020 data points that contain the Shanghai exponent observations 
from January 1999 to March 2003. The data are divided into two parts to serve  
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different purposes: the training data set (from January 1999 to January 2003) and the 
testing data set (from February 2003 to March 2003). 

4.2   Parameters Selection of Three Models 

It is difficult to identify whether the return series is suitable to the GARCH process. 
Because of this, if GARCH model is constructed, it is important to examine the suit-
ability of the model to the given time series. By using AIC function, the order of 
GARCH may be confirmed. The definition of AIC is represented as: 

NqpqpqpAIC a /)(2),(ˆln),( 2 ++= σ  (9) 

in which ),(ˆ 2 qpaσ  is a residuals variance.  AIC values of different order are calcu-

lated. Tab. 1 shows the results. 

Table 1. AIC values of different order 

(p, q) AIC 

(1,1) -5.8382E+03 

(1,2) -5.8362E+03 

(2,1) -5.8363E+03 

(2,2) -5.8343E+03 

(3,3) -5.8322E+03 

(4,4) -5.8318E+03 

(5,5) -5.8378E+03 

(6,6) -5.8303E+03 

The suitable model is confirmed by the minimum AIC value. From the table 1, the 
most suitable model for the given time series is GARCH(1,1). The equation is de-
scribed as follows:  

tty ε+= 000090054.0   

2
1

2
1

2 20949.077879.0006427.8 −− ++−= ttt e εσσ  (11) 

After the GARCH(1,1) model has been constructed, it is necessary to test its fitness 
to the given time series. Namely, the innovation series inferred by the GARCH(1,1) 
model must be examined. The autocorrection function (ACF) and the partial autocor-
rection function (PACF) are used to check the innovation and indicate that the innova-
tion is white noise approximately. The values of ACF and PACF are showed in Fig.2. 

From Fig.2, we can see that the ACF and PACF of innovation series are in the reli-
ability bound. Therefore, the GARCH(1,1) constructed above is suitable. The innova-
tion series is shown in Fig.3. 

In GRNN model [17, 18], there are few parameters to determine. A larger spread 
leads to a large area around the input vector where layer 1 neurons will respond with 
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significant outputs. Therefore if spread is small the radial basis function is very steep. 
As spread gets larger the radial basis function's slope gets smoother and several neu-
ron's may respond to an input vector. As spread gets larger more and more neurons 
contribute to the average with the result that the network function becomes smoother. 
Through selecting different value of spread, a better result will be obtained if spread is 
0.7288. The second layer has many neurons as input/target vectors.  

 

Fig. 2. The ACF and PACF of the comprehensive index innovation 

Then 980 data and innovation series inferred by them are chosen as training set. 
The target vectors are twenty-day later than the input vectors correspondingly. The 
remainder is used for the testing data set.   

Through using GARCH-GRNN, all parameters are confirmed and stored. Fig. 4 
shows the simulating results by using the model GARCH-GRNN in which simulating 
values basically accord with the training set.  

In this way, the suitable parameters of different models are confirmed. Then these 
three models are used in ten-step-ahead forecasting. In this study, three indices, 
namely mean absolute error (MAE), root mean square error (RMSE), mean absolute 
percent error (MAPE), are used as measures for forecasting accuracy. The results are 
displayed in Tab. 2.  

 



572 W.M. Li, J.W. Liu, and J.J. Le 

 

 

Fig. 3. The innovation series of GARCH model 

 

Fig. 4. The result of the stimulating Shanghai comprehensive index by using GARCH-GRNN 
model 

Table 2. Forecasting results based on forecasting indices 

  MAE RMSE MAPE 

GARCH 56.8 67.994 0.0373 

GRNN 42.03 46.358 0.0238 

GARCH -GRNN 31.4 34.413 0.0199 
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5   Conclusions 

In theory, both GRNN and GARCH-GRNN models can map any nonlinear system. 
However, the error they cause is inevitable, because a financial time series is influ-
enced by many factors, including wild market fluctuations (e.g., crashes and subse-
quent rebounds). From Tab. 2, we can see that the forecasting results from GRNN are 
satisfying generally, and the results from GRNN are more accurate than that from 
GARCH. In this paper, a proposed forecasting technique is employed to examine its 
feasibility in forecasting financial time series. Experimental results indicate that the 
GARCH -GRNN outperforms the former two approaches in terms of foresting accu-
racy. We also conclude that innovation series inferred from GARCH model can cap-
ture volatility and statistical information of the financial time series. The proposed 
model takes advantage of the virtue of each model.  
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Abstract. Music genre classification is an essential tool for music infor-
mation retrieval systems and it has been finding critical applications in
various media platforms. Two important problems of the automatic mu-
sic genre classification are feature extraction and classifier design. This
paper investigates discriminative boosting of classifiers to improve the
automatic music genre classification performance. Two classifier struc-
tures, boosting of the Gaussian mixture model based classifiers and clas-
sifiers that are using the inter-genre similarity information, are proposed.
The first classifier structure presents a novel extension to the maximum-
likelihood based training of the Gaussian mixtures to integrate GMM
classifier into boosting architecture. In the second classifier structure,
the boosting idea is modified to better model the inter-genre similarity
information over the mis-classified feature population. Once the inter-
genre similarities are modeled, elimination of the inter-genre similarities
reduces the inter-genre confusion and improves the identification rates. A
hierarchical auto-clustering classifier scheme is integrated into the inter-
genre similarity modeling. Experimental results with promising classifi-
cation improvements are provided.

1 Introduction

Music genre classification is crucial for the categorization of bulky amount of mu-
sic content. Automatic music genre classification finds important applications in
professional media production, radio stations, audio-visual archive management,
entertainment and recently on the Internet. Although music genre classification
is done mainly by hand and it is hard to precisely define the specific content of
a music genre, it is generally agreed that audio signals of music belonging to the
same genre contain certain common characteristics since they are composed of
similar types of instruments and having similar rhythmic patterns. These com-
mon characteristics motivated recent research activities to improve automatic
music genre classification [1,2,3,4]. The problem is inherently challenging as the
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576 U. Bağcı and E. Erzin

human identification rates after listening to 3s samples are reported to be around
70% [5].

Feature extraction and classifier design are two important problems of the au-
tomatic music genre classification. Timbral texture features representing short-
time spectral information, rhythmic content features including beat and tempo,
and pitch content features are investigated throughly in [1]. Another novel fea-
ture extraction method is proposed in [3], in which local and global information
of music signals are captured by computation of histograms on their Daubechies
wavelets coefficients. A comparison of human and automatic music genre clas-
sification is presented in a recent work [4]. Mel-frequency cepstral coefficients
(MFCC) are also used for modeling and discrimination of music signals [1,6].
Various classifiers are employed for automatic music genre recognition including
K-Nearest Neighbor (KNN) and Gaussian Mixture Models (GMM) classifiers
as in [1,3], and Support Vector Machines (SVM) as in [3]. In a recent study,
Boosting is used as a dimensionality reduction tool for audio classification [7].

In this study, we designed discriminative classifiers to improve the auto-
matic music genre classification rates. Two alternative classifier structures are
proposed: i) Boosting of the Gaussian mixture model based classifiers, and ii)
Classifiers that are using the inter-genre similarity information. These classifier
structures are described in detail in Sections 3 and 4, and they are experimentally
tested with promising performance improvements in Section 5.

2 Feature Extraction

Timbral texture features, which are similar to the proposed feature representa-
tion in [1], are considered in this study to represent music genre types in the
spectral sense. Short-time analysis over 25ms overlapping audio windows are
performed for the extraction of timbral texture features for each 10ms frame.
Hamming window of size 25ms is applied to the analysis audio segment to re-
move edge effects. The resulting timbral features from the analysis window are
combined in a 17 dimensional vector including the first 13 MFCC coefficients,
zero-crossing rate, spectral centroid, spectral roll-off and spectral flux.

3 Boosting Gaussian Mixture Model Classifiers

Boosting is a method of training many simple classifiers, and combining them
into a single strong classifier [8]. The main approach is to generate a sequence of
weak classifiers on a weighted set of training samples, and to adapt the training
sample weights such that in each new classifier the hard-to-classify samples are
weighted more than easy-to-classify samples. The outputs of the weak classifiers
are then combined to guarantee certain bounds on error rate [8,9]. Many varia-
tions of the boosting algorithms exist, and they are used successfully in a wide
range of problems. In this paper, we used the first multi-class extension of widely
used AdaBoost algorithm [9].
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Gaussian mixture density modeling has been widely used in various disci-
plines that require signal characterization for classification and recognition, as
well as estimation of unknown probability densities. In this study, the Gaussian
Mixture Models (GMM) are used for the class-conditional probability density
function, p(f |λ), estimation, where f and λ are respectively the feature vector
and the genre class model. Let λ1, λ2, . . . , λN be the N different genre models
in the database. In the music genre classification process, given a sequence of
features, {f1, f2, . . . , fK}, which are extracted from a decision window of music
signal, one can find the most likely music genre class, λ∗, by maximizing the
joint class-conditional probability,

λ∗ = arg max
λn

K∑
k=1

log p(fk|λn). (1)

The maximum-likelihood method has been one of the most commonly used tech-
niques to estimate the parameters of the mixture densities [10]. In this study,
we propose a modification to the expectation-maximization (EM) [10] based
training of mixture densities to adapt the weighting approach of the boosting
algorithm. The following subsection describes the modified EM algorithm for
boosting GMMs.

3.1 Modified EM Algorithm

Let us have an input sequence of N samples {x1, . . . , xN} with the associated
sample weights {ω1, . . . , ωN}. The underlying density function for K mixtures
is given as,

f(x) =
K∑

k=1

P (k)Nk(μk, Σk), (2)

where P (k) values are the mixture weights, μk and Σk are the respectively mean
vector and covariance matrix of the k-th Gaussian mixture density Nk. The mod-
ified EM algorithm to train the mixture densities over our sample data is given as:

Initialize: mixture weights, means and variances. Repeat the following E-step
and M-step until achieving convergence.
E-step: Calculate the weighted responsibility p(k|xn) of each Gaussian mixture
Nk for each training data point xn as,

pkn = ωnp(k|xn) = ωn
p(xn|k)P (k)

p(xn)
, (3)

where p(xn) can be calculated as, p(xn) =
∑K

k=1 p(xn|k)P (k).
M-step: Re-estimate mixture weights, means and variances,

P̂ (k) =
∑

n pkn∑
k

∑
n pkn

, μ̂k =
∑

n pknxn∑
n pkn

, σ̂2
ik =

∑
n pkn(xn − μ̂k)(xn − μ̂k)′∑

n pkn
.

(4)
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Note that, sample weights ωn are determined by the first extension of AdaBoost
[9]. Since, AdaBoost adjusts the sample weights to de-emphasize the easy-to-
classify samples, the hard-to-classify samples are better modeled by the resulting
Gaussian mixture density function.

4 Boosting with Inter-genre Similarity Information

The music signals belonging to the same genre contain certain common char-
acteristics as they are composed of similar types of instruments with similar
rhythmic patterns. These common characteristics are captured with statistical
pattern recognition methods to achieve the automatic music genre classification
[1,2,3,4]. The music genre classification is challenging problem, especially when
the decision window spans a short duration, such as a couple of seconds. One
can also expect to observe similarities of spectral content and rhythmic pat-
terns across different music genre types, and with a short decision window mis-
classification and confusion rates increase. Two novel approaches are proposed
to build discriminative musical genre classifiers that are aware of the similarities
across genre models. The first approach addresses capturing the inter-genre sim-
ilarities to decrease the level of confusion across similar music genre types. The
inter-genre similarity modeling is closely related with the boosting idea, where
in boosting the main motivation is to better model the hard-to-classify samples,
and in inter-genre similarity modeling, the main motivation is to cluster the
hard-to-classify samples to form the inter-genre similarity. The later approach
presents an automatic clustering scheme to determine similar music genre types
in a hierarchical classifier architecture.

4.1 Inter-genre Similarity Modeling

The timbral texture features represent the short-term spectral content of music
signals. Since, music signals may include similar instruments and similar rhyth-
mic patterns, no sharp boundaries between certain different genre types exist.
The inter-genre similarity modeling (IGS) is proposed to capture the similar
spectral contents among different genre types. Once the IGS clusters are statis-
tically modeled, the IGS frames can be captured and removed from the decision
process to reduce the inter-genre confusion.

Let λ1, λ2, . . . , λN be the N different genre models in the database. In this
study, the Gaussian Mixture Models (GMM) are used for the class-conditional
probability density function estimation, p(f |λ), where f and λ are respectively
the feature vector and the genre class model. The construction of the IGS clusters
and the class-conditional statistical modeling can be achieved with the following
steps:

i. Perform the statistical modeling of each genre in the database using the
available training data of the corresponding music genre class.

ii. Perform frame based genre identification task over the training data, and
label each frame as a true-classification or mis-classification.
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iii. Construct the statistical model, λIGS , for the IGS cluster over all the mis-
classified frames among all the music genre types.

iv. Update all the N -class music genre models, λn, over the true-classified
frames.

The above construction creates N -class music genre models and a single-class
IGS model. In the music genre identification process, given a sequence of features,
{f1, f2, . . . , fK}, which are extracted from a window of music signal, one can find
the most likely music genre class, λ∗, by maximizing the weighted joint class-
conditional probability,

λ∗ = arg max
λn

1∑
k ωkn

K∑
k=1

ωkn log p(fk|λn) (5)

where the weights ωkn are defined based on the class-conditional IGS model as
following,

ωkn =

{
1 if p(fk|λn) > p(fk|λIGS),
0 otherwise.

(6)

The proposed weighted joint class-conditional probability maximization elim-
inates the IGS frames for each music genre from the decision process. The
inter-genre confusion decreases and the genre classification rate increases with
the resulting discriminative decision process. Experimental results, which are
supporting the discrimination based on the IGS elimination, are presented in
Section 5.

4.2 Hierarchical Classification with Auto-clustering

Hierarchical music genre classification avails easier and flexible music browsing,
increases classification efficiency by lowering the number of classes, and decreases
the confusion between music genre types of different hierarchies. Recently, the
hierarchical classification is studied and found promising for music genre clas-
sification [11,12]. Similar to the music genre interpretation, the music signals
belonging to the same hierarchy contain common characteristics, such as com-
mon types of instruments and common rhythmic patterns. The structure of the
music genre hierarchy could be human determined for the flexible browsing or
automatically determined for maximizing the classification performance. It is
expected to extract similar hierarchy structures for both human and machine
determined systems, however the structures may differ due to the different ob-
jectives, where in the human determined system ease of browsing and in the
machine determined system classification performance are favored.

In this section, a new auto-clustering algorithm for the hierarchical structure
extraction is proposed. The auto-clustering algorithm is iterative and depends
on the confusion matrix, where it generates an hierarchy tree by combining the
most confused two clusters in each iteration. Let C = {cij} be the N × N
confusion matrix, which is calculated over the training data, for N -class music
genre classification, and cij is the confusion rate of i-th music genre to the j-th
one. Then, the auto-clustering algorithm is defined as,
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i. Find the most confused two genre clusters i∗ and j∗,

(i∗, j∗) = arg max
ij s.t. i 
= j

cij .

ii. Combine the genre clusters i∗ and j∗ into a new genre cluster, estimate the
class-conditional pdf models for each cluster using the training data, and
compute the confusion matrix of the new (N − 1)-class structure using the
same training data.

iii. Repeat steps (i) and (ii) to further reduce the number of clusters to M in
the hierarchical structure, where M < (N − 1).

The classification task starts with an M -class identification system, then the
identification process is repeated within the identified cluster until reaching the
lowest level in the hierarchy.

In the experimental studies, hierarchical music genre classification is tested
with human and machine determined hierarchy structures, and also with the inte-
gration of discriminative IGS clustering. The experimental results are promising
with significant classification gains.

5 Experimental Results

Evaluation of the proposed classification algorithms is performed over a music
genre database that includes 9 different genre types: classical, country, disco,
hiphop, jazz, metal, pop, reggae and rock. The database includes 20 different
representative audio segments of duration 30s for each of the 9 music genre types,
resulting a total duration of 9 × 20 × 30 = 5400 seconds. All the audio files are
stored mono at 22050Hz with 16-bit words. The resulting timbral texture feature
vectors are extracted for each 10ms audio frame with an overlapping window of
size 25ms. The music genre classification is performed based on the maximization
of the class-conditional probability density functions, which are modeled using
the Gaussian mixture models (GMM). Two training and testing scenarios are
employed. In the first scenario (TTA), the training and testing are repeated for
10 independent data partitions and the average performances are reported. Each
data partition includes respectively 18 and 2 audio segments for each music genre
type in training and testing. Hence, after 10 independent tests, all the data is
employed in the tests. In the second scenario (TTB), the database is split into
two equal partitions, where each partition includes 10 different audio segments
from each genre type. These two partitions are used in alternating order for
training and testing of the music genre classifiers. The main difference between
TTA and TTB scenarios is, TTA scenario has significantly more training data
compared to TTB scenario that improves classification performance for TTA
scenario. The average performances over these training and testing scenarios are
reported in the following subsections.

5.1 Results on Boosting GMM Classifiers

The average correct classification rates of the two testing scenarios over all mu-
sic genre types for varying number of Gaussian mixtures are given in Table 1.
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Table 1. Average identification rates (%) for varying number of Gaussian mixture
densities over three different decision window sizes (one audio frame (10ms), 1s and 3s
windows)

Average Identification Rates (%)
Classifier TTA TTB

10 ms 1 s 3 s 1 s 3 s
GMM(8) 34.85 61.90 65.15 55.56 57.45
GMM(16) 36.89 65.76 68.71 57.90 60.12
GMM(32) 38.46 67.53 70.13 57.69 59.25
GMM(64) 39.75 69.54 72.64 - -
GMM(128) 39.95 69.69 71.85 - -

Each classification decision is given for a decision window whose size is picked
to be 10ms, 1s or 3s. The class conditional probability of a decision window is
calculated by multiplying all class conditional frame probabilities in the specific
decision window as described in (1). The average identification rates are compa-
rable with the rates that are presented in [1], where the best identification rates
in [1] are reported as 61% for 5-mixture GMM classifier with 1s decision window.
However, we observed significant improvements on the correct classification rates
for longer decision window sizes and for increasing number of Gaussian mixtures.
Note that the training and testing scenario TTB suffers from the lack of available
training data and the identification performances for the TTB results lower than
the TTA training and testing scenario. In TTB case available training data is
lower than in TTA, since increasing the training data improves the classification
performance. Also, the classification performances with TTA and TTB saturate
for GMM classifiers with more than 64 and 16 mixtures, respectively.

Boosting the GMM classifiers are implemented as described in Section 3.
The GMM(64) and GMM(8) classifiers are boosted respectively with the two
different training and testing scenarios, TTA and TTB, to observe the possible
performance gain of boosting GMM classifiers. The correct identification rates
for 1s and 3s decision windows upto 5 boosting iterations are given in Table 2.

Table 2. Average identification rates for 1s and 3s decision windows with boosting of
64-mixture and 8-mixture GMM classifiers, respectively with TTA and TTB training
and testing scenarios

Average Identification Rates (%)
Iteration TTA GMM(64) TTB GMM(8)

1 s 3 s 1 s 3 s
1 69.54 72.64 55.56 57.45
2 69.54 72.64 56.31 58.46
3 70.53 73.64 56.36 58.25
4 70.57 73.40 56.43 58.26
5 70.56 73.75 56.43 58.17
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After the second iteration of boosting GMM(64) classifiers, a performance gain,
which is better than GMM(128) classifier provides, is achieved. A similar per-
formance gain is also observed with the GMM(8) classifiers under TTB training
and testing. Especially, when the challenging automatic music genre classification
task is considered with 70% human identification rate over 3s decision windows
and 61% identification rate reported in [1], the incremental gain in identification
performance is significant.

5.2 Results on Inter-genre Similarity

The experimental results of this section is generated using TTB training and
testing scenario over the music genre classifiers that are employing flat or hi-
erarchical structures with or without the discriminative IGS clustering. The
structure of the best hierarchical auto-clustering is given in Fig. 1.

The performance comparisons of the flat and hierarchical classifiers with and
without the discriminative IGS clustering for varying decision window sizes are
given in Table 3. Note that as expected the correct classification rates are increas-
ing with the increasing decision window size for all classifiers. The discriminative
IGS clustering over the nine music genre types results with some incremental
classification gain over the flat classifiers as presented in the IGS column in
Table 3. The performance of the hierarchical auto-clustering without and with
IGS are given in the last two columns with some additional identification im-
provements.

Disco/PopClassical/Jazz Country Hiphop/Reggae

Database

Disco Pop Hiphop Reggae Metal Rock

Metal/Rock

ClassicalJazz

Fig. 1. The best hierarchical auto-clustering structure

Table 3. The average correct classification rates of the flat (F), IGS clustering, hi-
erarchical auto-clustering (HAC), and hierarchical auto-clustering with IGS classifiers
using 16-mixture GMM modeling for varying decision window sizes under TTB training
and testing scenario

Decision Correct Classification Rates (%)
Window F IGS HAC HACIGS

10ms 37.96 34.76 39.54 42.87
5s 55.58 59.72 61.67 65.88
1s 57.91 63.67 65.30 67.83
3s 60.14 69.86 67.98 73.93
20s 63.33 74.18 71.18 78.00
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Table 4. The average correct classification rates of the flat (F), IGS clustering, hi-
erarchical auto-clustering (HAC), and hierarchical auto-clustering with IGS classifiers
using 3s and 20s decision windows for varying number of GMM mixtures

Dec # of Correct Classification Rates (%)
Win Mix F IGS HAC HACIGS
3s 8 57.47 62.83 66.64 70.74

16 60.14 69.86 67.98 73.93
32 59.26 71.16 69.33 72.92

20s 8 61.67 72.65 68.63 74.94
16 63.33 74.18 71.18 78.00
32 61.11 76.20 70.03 80.83

The human determined hierarchical classifier differs from the hierarchical
auto-clustering structure only by combining disco, pop and country into one
cluster.

The average classification rates of human determined hierarchical classifier
without and with IGS is measured respectively as 68.70% and 75.35% for 20s
decision window size. Note that these rates are slightly worse than the hierar-
chical auto-clustering classifier in Table 3. Although the human and machine
determined hierarchical structures are quite similar, the classification perfor-
mance of the auto-clustering has incremental gains for all decision window sizes.
The structural closeness and the better performance of the auto-clustering to
the human determined hierarchical classifier is a verification of the proposed
hierarchical auto-clustering approach.

In Table 4, the average correct classification rates for 3s and 20s decision
window sizes are given for varying number of GMM mixtures. The correct clas-
sification rates increase by increasing number of Gaussian mixtures. However,
the classification performance saturates with the 32 mixture Gaussian models.
Note that, 13.79% and 14.67% improvements on classification rates are observed
with 16 mixture GMM classifiers, respectively for 3s and 20s decision windows.
These improvements are significant when compared with the recently presented
hierarchical classifier improvements, which are less than 3%, in [11]. Note that,
these identification rates are also superior to the performances of the boosting
of GMM classifiers that are presented in Table 2.

6 Conclusions

Automatic music genre classification is an important tool for music information
retrieval systems. In this paper, we investigate two novel classifier structures for
discriminative music genre classification. Classification error rates are reduced
using the proposed modified EM algorithm for boosting GMM classifiers. It is
encouraging that boosting GMM classifiers yields performance gain, which is
not attainable with increasing number of Gaussian mixtures. In the second pro-
posed classifier structure the inter-genre similarities are captured and modeled
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over the mis-classified feature population for the elimination of the inter-genre
confusion, and an auto-clustering scheme for hierarchical classification is de-
vised. Experimental results with promising identification improvements, which
are superior than the recent literature, are provided. Although, the proposed
hierarchical auto-clustering with IGS classifier achieves significant identification
improvements and results close to the human identification rates for 3s decision
windows, we should note that the automatic music genre classification still has
a big room for possible improvements. Discriminative feature selection and iter-
ative inter-genre similarity modeling are planned as the extension of this study.
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Abstract. In this paper, we present a link oriented measuring method to dis-
criminate the manipulated web pages effectively. We define the label of an edge 
as having a link context and a similarity measure between link context and tar-
get page. By suggesting an assessing measure based on singular value decom-
position, it is explained that our proposed method can effectively detect the ma-
nipulated web pages. We, however, extend the SVD as an assessment measure 
to detect the rank-manipulated pages. In the experiment, the LOD method re-
duced about 17% amount of the rank that is minimum 209.4% higher than not 
manipulated web pages. Using this proposed approach, the chance of manipu-
lated web pages getting high ranks than deserved can be discriminated effec-
tively.  

1   Introduction 

The organization of the web is progressively more being used to improve search and 
analysis of information on the web as a large collection of heterogeneous documents. 
Most people begin at a web search engine to find information, but the user’s pertinent 
search results are often greatly diluted by irrelevant data or sometimes appear on 
target but still mislead the user in an unwanted direction. One of the intentional, 
sometimes vicious manipulations of web databases is a deliberately manipulated web 
page. The web manipulation refers to web page contents and hyperlinks that are cre-
ated with the intention of misleading search engines. Traditional search engines based 
on the information retrieval techniques are well known to weaknesses for manipula-
tions on body, title, meta tag, anchor text, and URL so that the added keywords can be 
invisible to persons through ingenious use of color representations, but can mislead 
the search engines. Another web manipulation technique is the creation of a large 
number of fake web pages, attenuating the page rank. Since many search engines take 
into account the number of incoming links in ranking pages, the rank of the target 
page is likely to increase, and appear earlier in query result sets. We call this manipu-
lation pages as a manipulated web page that can use various techniques to achieve 
higher-than-deserved rankings in a search engine’s results [1].  

A web structuring technique in terms of the number of incoming links is widely put 
to use and is expected to minimize these weakness [2]. However, the results of many 
web search engines are equally hard to assay since search engines usually return huge 
lists of URLs, most of which can be judged almost irrelevant to the query [3].  
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Though the link structure of the web contains important implied information, and 
can help in filtering or ranking web pages [4], and while there are several web search 
engines using web structuring techniques, Google being the most popular example, 
web structuring techniques still endures hardships because they still have several weak 
points. For example, the PageRank can easily be manipulated by generating of a large 
number of bogus web pages and then all the pages point a single target web page. In 
identifying the reason for the weaknesses we can look to the inaccuracy of the algo-
rithm on one hand, and web pages that are deliberately composed to manipulation the 
search engine, on the other. Like traditional information retrieval techniques, web 
content mining alerts the discovery of useful information on the basis of match per-
centages gathered by scanning web contents, related data, and uploaded documents [2, 
14]. Google bombing [1, 5] uses this weak point of the PageRank algorithm. 

In this paper, we will recognize the weak points of the web structuring algorithm 
and suggest an alternative for that. With this algorithm, web search engines can filter 
the intentionally manipulated web pages effectively and offer the correct information 
to users. This work is organized as follows. Section two presents a review of web 
structuring and hypertext information. In section three, we define the problem that is 
focused upon and will be solved in this paper and constitutes the similarity measures. 
Section four describes the method and section five pertains performance analysis to 
solve the link based structuring problem and we work through a brief example to 
show how the algorithm can solve the problem. Then we put forth some concluding 
remarks and suggestions for the future works. 

2   A Graph Based Web Structuring 

2.1   Web Schema  

A web site can be defined as a set of web nodes Nw = {N1, ..., Nn}, a directed graph  
Gw = (Nw, Ew), an arc function xij : N

k
  {0, 1}, (i, j) Ew consisting of a finite web 

node set Nw, a finite web arc set Ew of ordered pairs of web nodes, and the web arc 
elements (i, j) respectively, where i, j  {0, 1, 2, 3, ... , n-1}, and n =|Nw| the cardinal-
ity of web pages. There is a mapping system for the nodes corresponding to web pages 
and the arcs to Uniform Resource Identifiers [4]. The web node (NW) can be defined as 
follows:  

= ∀ ∈w i i wN [N ,{ i ,w ,(i , j ) E } ] (2-1) 

The Ni represents a web node corresponding to an HTML file whose node identi-
fier is denoted simply by i. Where the homepage is defined as a default page (in-
dex.html) predetermined by the web server. For all i, { wi, (i, j) Ew, i, j Nw} is 
the set of web arcs having hypertext links to which the web page indicates, and corre-
sponding wi represent hypertext information that describes the link. 

2.2   Related Works  

Web structuring tries to discover the model underlying the link structures of the web. 
The model is based on the topology of the hyperlink with or without the link  
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description. This model can be used to categorize the web pages and is useful to gen-
erate information such as similarity and relationships between web sites [2]. And the 
link structure of the web contains important implied information, and can help in 
filtering or ranking web pages. In particular, a link from page A to page B can be 
considered a recommendation of page B by the author of A. Some new algorithms 
have been proposed that exploit this link structure—not only for keyword searching, 
but other tasks like automatically building a Yahoo-like hierarchy or identifying 
communities on the web. The qualitative performance of these algorithms is generally 
better than the IR algorithms since they make use of more information than just the 
contents of the pages. While it is indeed possible to influence the link structure of the 
web locally, it is quite hard to do so at a global level. So link analysis algorithms that 
work at a global level possess relatively robust defenses against manipulation [1, 4]. 

There are two major link-based search algorithms, HITS (Hypertext Induced Topic 
Search) and PageRank. The basic idea of the HITS algorithm is to identify a small 
sub-graph of the web and apply link analysis on this sub-graph to locate the authori-
ties and hubs for the given query. The sub-graph that is chosen depends on the user 
query. The selections of a small sub-graph (typically a few thousand pages), not only 
focus the link analysis on the most relevant part of the web, but also reduce the 
amount of work for the next phase.  The main weaknesses of HITS are known to non-
uniqueness and nil-weighting [5]. THESUS suggested a domain based PageRank 
algorithm, but its limitation depends on the usefulness of the ontology and the thesau-
rus that the system tries to include semantics among web documents [6]. 

The PageRank algorithm [7] can be used to severely advance the quality of results 
from web search engines. The fundamental idea of PageRank is to use the stationary 
distribution of a Markov chain on the web graph in order to assign relative ranks to 
the web pages. While this method has demonstrated to be outstandingly effective in 
practice as Google, it leaves extensive opportunity for improvement to reflect promis-
ing web characteristics.  

There are three approaches to investigate the web digraph domain as (1) the whole 
web [1, 15], (3) a set of web sites [2, 16], and (2) a set of strongly coupled compo-
nents [7, 9]. The first one is utilized to measure the whole WWW or growing ratio, 
but it is inappropriate to derive a web structure. The second is inclined to practical 
implementation, and the third focuses a mathematical model. We adopt the third for 
tackling to enhance PageRank by discriminating manipulated web pages theoretically.  

3   Comparison and Assessment Measures 

3.1   Similarity Measures  

In order to generate the web structure, we have to introduce a weight measure for 
quantifying web pages and links between them. There are three representative meas-
ures such as cosine measure and tf-idf measure from Vector Space Model (VSM), and 
PageRank. The similarity measure in this paper is the weight of web node. We inves-
tigate the cosine measure, tf-idf measure, and PageRank measure as the weight meas-
ure which can be used to determine the topological ordering of web sites.  
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A popular measure of similarity for text, which normalizes the features by the co-
variance matrix, clustering is the cosine of the angle between two vectors. It captures 
a scale invariant understanding of similarity. An even stronger property is that the 
cosine similarity does not depend on the length. This allows documents with the same 
composition, but different totals to be treated identically which makes this the most 
popular measure for text documents. Also, due to this property, samples can be nor-
malized to the unit sphere for more efficient processing. In the tf-idf measure, the tf 
factor itself is sometimes normalized by dividing it by the frequency of the most-
frequent non-stop term in the document as, tfnorm = tf/tfmax. The idf factor is typically 
computed by [df(wi)/N]-1, and most often the log2[N/ df(wi)] is used, where, N, is the 
total number of documents and, df(wi), is the number of documents containing the ith 
word [6].  

The PageRank measure is that, if source page, i, has a link to target page, j, then 
the author of source page, i, is implicitly conferring some importance to page, j. Let Nj 
be the out-degree of page, i, and let Rank(p) represents the importance of page, p. 
Then, the link (i, j) confers a certain number of units of rank to, j. This simple idea 
leads to the following iterative fix-point computation that yields the rank vector over 
all of the pages on the web. If, n, is the number of pages, assign all pages the initial 
value 1/n. Let, Bj represent the set of pages pointing to j. Links between web pages 
propagate the ranks [9]. We continue the iterations until the rank is stabilized to 
within some defined threshold. The final rank vector contains the PageRank vector 
over the web. This vector is computed only once after each crawl of the web; the 
values can then be used to influence the ranking of search results [6]. Guaranteeing 
the rank vector to converge, PageRank algorithm uses the following equation with a 
damping factor (d). Google usually set the value of the damping factor to 0.85 [7, 8] 
so that we can see that the PageRank vector converges either slowly or quickly in 
terms of the magnitude of the damping factor. 

 

(3.1) 

The prototype system has been experimentally tested to search for the structure of 
the test web site. The link structure of the site is shown in reference Fig. 3.1. The 
circle in the figures represents a web node and the arrow represents a hyperlink or a 
web arc. For example, by (3.3) we can get the weights in Table 3.1 and derived 
weights as Fig. 3.1. The node weights by PageRank are: <1.1029, 0.9693, 0.5213, 
0.5213, 1.5593, 0.7495>.  

 
        Table 3.1. PageRank values for Fig. 3.1 

           Fig. 3.1. The example site 
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3.2   Assessment Measure  

After deciding all web structures, we need to assess and examine that whether the 
intentionally biased web page is hidden and distorts the web structure or not. When 
specifying a manipulation page in terms of context based PageRank algorithm, the 
criteria to determine which pages that the rank value indicates can be decided by the 
SVD (Singular Value Decomposition) method [12, 13]. The SVD has been adopted to 
reduce matrix dimensions or to utilize possibly to derive a hidden semantics in the 
keyword by document matrix. We, however, adopt the SVD to detect the rank-
manipulated pages.  

The SVD decomposes the transition matrix as U, V, and S matrix as following equa-
tion (3.2). This method has an advantage that can analyze the matrix within a prede-
termined error range with giving arbitrary values, and a disadvantage that it is not 
applicable to nonsingular matrix even though it is unrealistically rare case. 

 
M = USV         (3.2) 
 

Where U: m*m orthogonal matrix with left singular vectors of M, V: n*n orthogonal 
matrix with left singular vectors of M, and S: m*m diagonal matrix with positive 
singular value of M, for diagonal elements 1 2 1 2, ,..., ( ... 0)r rσ σ σ σ σ σ≥ ≥ ≥ ≥ , where 

rank(M) = r. 
The explicit and implicit QR algorithms are based on the same idea as the QR al-

gorithm for the eigenvalue problem, but they are direct rather than iterative in nature, 
since the eigenvalues to be assigned are used as shifts [14]. In the single-input case, 
there exist RQ implementations of both the explicit and implicit QR algorithms. We 
can derive the rank value from the Frobenius norm as following equation (3.3) that 
analyze the matrix M and the approximated matrix Mk that gives lower ranking select-
ing k maximum values and replacing the other values 0’s [13]. 

 
2 2 2

1 2
( )

|| || min || || ...k F F k k r
rank A k

M M M A σ σ σ+ +≤
− = − = + + +  (3.3) 

If we specify a web node as the manipulated node, then we can measure the possible 
error to delete the node. A low rank approximation error has been used the approxi-
mated matrix Mk over the Frobenius norm, we adopt it as the web node deletion error 
in the following equation (3.4):  
 

Node deletion error = ||Mk||F / ||M||F (3.4) 
 
There respectively is a relative ratio over the sum of all weights. The relative error is 
defined as the individual eigenvalue square term over the sum of the eigenvalue 
squares:  
 

Relative error = 2 / || ||i FMσ  (3.5) 
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4   Link Oriented Discrimination Method 

The web is modeled by a directed graph G = (V, E), and the rank xi of each for the n 
pages i  V is defined recursively in terms of the pages which point to it.  

( , )
i ij j

i j E

x a x
∈

=                 (4.1) 

Where the coefficient aij consists a Markov transition matrix, and xi should be an 
eigenvector. The PageRank assumes that the web graph G is strongly coupled compo-
nent and set a damping factor (d) for the error term (1/n) of the recurrent nodes. 
Google usually set the value of the damping factor to 0.85 [7, 8], by which the vector 
converges either slowly or quickly with respect to the magnitude of the damping fac-
tor. One caveat is that the convergence of PageRank is only guaranteed if transition 
matrix T  is irreducible (i.e. graph is strongly connected) and aperiodic [13]. The 
latter is guaranteed in practice for the web, while the former is true only if all of the 
nodes in the graph are accessible; hence, we 1) add a complete set of outgoing edges 
to nodes in G with out-degree 0 and 2) damp the rank propagation by a factor of 
(1 )d−  by adding a complete set of outgoing edges, with weight 1/n, to all nodes [6]. 

So, we add the matrix D , which is made by following equation (3.7). It is the coeffi-
cient aij which triggers so many questions, including those considered here. 

1 ( , )

1
(1 ) ( )i ij j

n i j E

x d d a x
n × ∈

= − +         (4.2) 

We set the normalized coefficient aij from the hypertext information such that the 
target page for (i, j) E. We normalize the weight values of the coefficient. It is the 
way to guarantee the convergence of the sum of the elements of the rank vector. If the 
sum of a row of the transition matrix is larger than 1, the sum of the elements of the 
rank vector will diverge. In contrast, if the sum is less than 1, the sum of the elements 
of the rank vector converges to 0. Thus, we must normalize the weight values to set 
the sum of a row of transition matrixes to 1. Since this is very easy to prove, we will 
not expound upon this assertion.  
    In order to produce mechanism for discriminating manipulated web pages, the 
following simplified (by the space limit) procedural steps, call the LOD (Link Ori-
ented Discrimination) method, are recommended as follows: 

• Step 1. Derive the web nodes and links on the given specified domain (SCC).  
• Step 2. Generate link measures according to equation (4.2) 
• Step 3. Normalize the measure, and make a transition matrix in terms of the link 

structure from Step 1. 
• Step 4. Calculate the matrix and decide the manipulated node from assessing er-

rors by the equation (3.2) to (3.5). 

5   Performance Analyses 

Fig. 3.1 explains how the proposed method finds the manipulated link and reduces the 
importance of the manipulation page. The Page 5 in the example is assumed a mani-
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pulation page and links (2, 5), (4, 5), and (6, 5) are manipulated links. Table 5.1 
shows the information of each page including title, link and initial rank. Like simple 
example, initial rank value of each page was set to 1 for preventing page rank from 
being influenced by initial value. 

 

Fig. 5.1. Converged Values for LOD method 

Table 5.1 shows the synthetically analyzed results that each node begins with 
weight 1 having links to each node, and finalized by PageRank method and by the 
LOD method respectively. The left column represents weight values and the right 
column represents corresponding percentage by RageRank respectively. By the result 
of PageRank, each node gets different value according to its node topology. Note that 
the weight of Page 5 is increased from 14.3% to 22.3%, which means that the ma-
nipulation would be successful. In other words, the discrimination by PageRank failed 
on the spot. The results of LOD method, however, represent that the weight of ma-
nipulated page decreased from 14.3% to 5.1% so that the weight to the page 5 have 
the smallest weight value. Thus, we can say that the discrimination is successful. 

Table 5.1. The results of  PageRank and LOD method 

Page Link to Initial  PageRank LOD method difference 

0 1,2,3,4,6 1 1.103 15.8% 1.68 23.9% -0.08185 

1 4 1 0.969 13.8% 0.97 13.8% 1.97E-05 

2 4, 5 1 0.521 07.4% 0.34 04.8% 0.026384 

3 3, 6 1 0.521 07.4% 0.79 11.4% -0.03904 

4 0, 1, 5 1 1.576 22.5% 1.59 22.7% -0.00146 

5 No 1 1.559 22.3% 0.36 5.1% 0.171401 

6 0, 5 1 0.75 10.7% 0.97 14.9% -0.04166 

 

We normalized weight values and made stochastic transition matrices U, S, and V 
of the SDV assessment measure described in section 3. With this transition matrix, we 
can calculate each page’s rank value. Figure 5.2 shows the change of the LOD 
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method value in the each iteration by the SDV. We can find that the weight value 
converges on certain value of the assessment measure and can get eigenvalues in 
matix S as follows. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                            Fig. 5.2. Assessment Results for LOD method 

Table 5.2 shows the result and each page’s error terms. In table 4, the error terms 
deleting the last singular value from matrix S is 0.002 that is about relatively 0.09% of 
total errors. And if we delete the page 5, then the singular value is 0.137 that is about 
relatively 2.1% of total errors. With this we can see that the node 5 is included dis-
carding criteria, that is stochastically significant level so that the information loss by 
discriminating the node 5 is about 5.6%. This represents the same result with the LOD 
in the above table 5.1. The assessment by SVD, however, represents an exceptional 
result that our method detects the normal node 2 is also included. Thus we can say 
that it shows the transition matrix converges low weight result to the unimportant 
pages, but it is not always a manipulation page.  

Table 5.2. Frobenius norm and related errors for LOD method 

deleted node 0 4 6 1 3 5 2 
2
iσ

 2.595  1.627 1.185 0.716 0.353 0.137  0.002  

Frobenius 
norm 

1.611  1.276 1.088 0.846 0.595 0.374  0.047  

Node deletion 
error 

0.2435 0.1928 0.1645 0.1279 0.0899 0.056 0.0072 

Relative error 0.3922 0.246 0.1791 0.1082 0.0534 0.021 0.0003 
 

As a conclusion, the LOD method reduced about 17% amount of the rank value of 
Page 5 that is minimum 209.4% higher than normal (not manipulated) web page 

U=

S=

V=
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changes. In the example, web page which is suspected as a manipulation page has the 
smallest rank value but in this complex example, we can not make page 5 have the 
smallest value. But we can reduce the rank value significantly. 

6   Conclusions and Future Works 

The web manipulation refers to hyperlinked pages on the web that are created with 
the intention of misleading search engines. It is one of the most significant problems 
in the web search engine that can generate the best output to the user’s submitted 
query and can effectively avoid the intentionally biased web pages. We discovered 
that the intentionally biased web page was exploiting the limitations of the PageRank 
based search engine’s algorithm. In order to solve the problem originating from link 
based manipulation, we modified the PageRank algorithm to the filtering algorithm 
that incorporates the similarity between link contexts and hypertext information that 
can be generalized to the context based measure. The SVD has been adopted to re-
duce matrix dimensions or to utilize possibly to derive a hidden semantics in the key-
word by document matrix. We, however, extend the SVD as an assessment measure 
to detect the rank-manipulated pages. It can be measured by the traditional transition 
matrix method as well as the SVD method; so that the LOD method reduced about 
17% amount of the rank that is minimum 209.4% higher than normal (not manipu-
lated) web page changes. Using this proposed approach, the chance of manipulated 
web pages getting high ranks than deserved can be detected, and we can reinforce 
search accuracy significantly.  
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Abstract. This study proposes an object-based image retrieval framework, 
called, ORF-NT, which trains a discriminative feature set for each object class 
and introduces a neighborhood tree for object labelling. For this purpose, 
initially, a large variety of features are extracted from the regions of the pre-
segmented images. These features are, then, fed to a training module to select 
the `important` features, suppressing relatively less important ones for each  
class. 
      ORF-NT (Object-based Image Retrieval Framework using Neighborhood 
Trees) defines a neighborhood tree for identifying the whole object from over-
segmented regions. The neighborhood tree consists of the nodes corresponding 
to the neighboring regions as its children and merges the regions through a 
search algorithm. Experiments are performed on Corel database using MPEG-7 
features in order to observe the power and the weakness of ORF-NT. The 
training phase, is tested by using Fuzzy ARTMAP [1], Euclidean distance and 
Adaboost algorithms [2]. It is observed that Fuzzy ARTMAP yields better 
retrieval rates than Euclidean distance and Adaboost algorithms.  

1   Introduction 

In most of the image retrieval systems, the images in the database are compared to the 
query image with a common set of features, which are used to represent all the objects 
and/or classes in the database. For large number of classes, the power of separation of 
the image collection with the same set of features decreases, especially in large 
databases [3], [4]. As the number and the diversity of images in the database increase, 
the fixed-feature set methods fail to give satisfactory results. 

As an alternative approach, a CBIR system, which uses different set of features for 
each query class, is proposed in [5].  The `best set of  features`  for each query class is 
estimated in a training module. Then, the similar objects are retrieved by using the 
best feature set for that query object, applied on the pre-segmented image database. 
The performance of this method is much better than the systems, which use any 
combinations of fixed features for all the objects.  

In a recent study [6], rather then using the `best set of features`, we represent each 
object class by a different weighted mixture of a large feature set and query that class 
with the corresponding weight vector [6]. The weights of the mixture are obtained by 
training a fuzzy neural network architecture, called fuzzy ARTMAP [1], which 
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computes a membership value depending on the relevance of each feature for each 
object class. The major problem of the system in [6], was to use a greedy algorithm 
for merging all possible combinations of neighboring regions. The greedy algorithm 
could sometimes stop without finding the whole object, but only a part of it. 

In this study, we improve the system proposed in [6] by introducing a 
neighborhood tree for representing the contiguous regions having the same label. 
Then, object localization by region merging becomes an optimization problem which 
can be solved by a search algorithm over the tree. ORF-NT is compared to the system 
in [6]. The training phase of the system is implemented using Fuzzy ARTMAP, 
Adaboost and simple Euclidean Distance methods. As an expected result, fuzzy 
ARTMAP and Adaboost are much better than Euclidean distance. The experiments 
indicate that fuzzy ARTMAP is slightly better than the Adaboost algorithm in content 
based image retrieval problems. 

1.1   Related Work 

Well-known popular region based image retrieval systems work with a fixed feature 
space defined over regions. For example, NeTra [7] uses color, texture, shape and 
spatial location information in segmented image regions to search and retrieve similar 
regions from the database. A distinguishing aspect of this system is its incorporation 
of a robust automated image segmentation algorithm that allows object or region-
based search.   

On the other hand, Blobworld [8] is based on finding coherent image regions, 
which roughly correspond to objects. The image is segmented into regions by fitting a 
mixture of Gaussians to the pixel distribution in a joint color-texture-position feature 
space. Each region ("blob") is then associated with color and texture descriptors. 
Querying is based on the user specifying attributes of one or two regions of interest, 
rather than a description of the entire image. 

SIMPLIcity [9] is another image retrieval system, which uses semantics 
classification methods, a wavelet-based approach for feature extraction, and 
integrated region matching based upon image segmentation. A measure for the overall 
similarity between images is developed using a region-matching scheme that 
integrates properties of all the regions in the images. 

In [10], the authors propose an automatic approach for annotating and retrieving 
images based on a training set of images. They assume that regions in an image can 
be described using a small vocabulary of blobs, which are generated from image 
features using clustering. In [11], object recognition is considered as the translation of 
images to words. The "lexicon" for the translation is learned from large annotated 
image collections, which consist of images that are associated with text. The 
correspondences between the regions and words are learned using a method based on 
the Expectation Maximization algorithm. 

In [12], a statistical approach to automatic image annotation problem is introduced 
using two-dimensional multi-resolution hidden Markov models. Categorized images 
are used to train a dictionary of hundreds of statistical models each representing a 
concept. To measure the extent of association between an image and the textual 
description of a concept, the likelihood of the occurrence of the image based on the 
characterizing stochastic process is computed. A high likelihood indicates a strong 
association. 
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ORF-NT, introduced in this paper, describes an algorithm that uses the notion of 
neighborhood trees to limit the search space of an object retrieval system. Objects are 
first segmented and object recognition is performed on these segmented pieces. The 
algorithm limits the possible combinations of object pieces that are labelled by 
training algorithm based on the neighborhood information. 

2   The ORF-NT 

There are three major phases in ORF-NT: 1-Training, 2-Labelling and 3- Querying. In 
the training phase, firstly, the images in the training set are segmented. Then, features 
of the segmented regions are extracted. These features are, then, fed to the training 
module of ORF-NT. In the labelling phase, output regions of the segmentation are 
labelled using neighborhood trees and training component. In the querying layer, user 
performs a query where the results are shown to the user from highest to lowest 
membership values. Figure-1 shows the block diagram of ORF-NT. In the next sub-
sections the modules in these phases will be explained. 

 

 
 
 
 
 
 
 
 
 
 

      

Fig. 1. Block Diagram Representation of ORF-NT 

2.1   Segmentation and Feature Extraction  

The images in the database are segmented into regions using the N-cut segmentation 
algorithm of [13]. It is well known that this algorithm performs over-segmentation, 
which mostly yields objects or parts. The images in the database are stored as a set of 
regions obtained from the segmentation process for further processing steps.  

Initially, a crisp feature space is formed by selecting a large variety of features 
from the MPEG7 descriptors. Dominant Color (4 features), Color Structure (32 
features), Scalable Color (16 features), Edge Direction Histogram (80 features) and 
Region-based Shape (35 features) are chosen from [14]. The features are normalized 
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to analogue [0-1] scale and concatenated to form the feature vectors, which are then 
fed to training module of the framework. 

2.2   Training 

The aim of the training is to find a discriminative feature set for each object class. For 
this purpose, a training set is formed by entering the objects from each class. There 
are two different components of training module. In the first component, the whole 
objects, which are selected by the user in a minimum bounding rectangle are trained, 
whereas in the second one, the parts of the selected object which are obtained from 
the output of the segmentation algorithm are trained.   

The training component used for the whole object, receives a feature vector, which 
is formed by concatenation of color, texture and shape features. The input to the 
training component for the sub regions excludes the region based shape feature, since 
the shape is not a characteristic feature of the sub regions of the objects.  

The training components, which are trained by segments and whole objects 
separately, are used to label an unknown segment or a group of neighboring segments. 
The training schema is indicated in Figure 2-a and 2-b, where labelling of an 
unknown segment and a group of segments by the training components, is illustrated 
respectively. 
 

  a)       b) 
 

Fig. 2. The Input and Output of training components a) for object parts, b) for whole objects 

 
In the next sections two training algorithms: fuzzy ARTMAP and Adaboost will be 

explained briefly. These algorithms will be used in our experiments. 

2.2.1   Fuzzy ARTMAP Training  
It is well known that, ARTMAP is a class of Neural Network architecture that 
performs incremental supervised learning of recognition categories. The fuzzy 
ARTMAP system includes a pair of Adaptive Resonance Theory modules (ARTa and 
ARTb) that create stable recognition categories in response to arbitrary sequences of 
input patterns (Figure-3).  Input features are the feature vectors of the input class. 
Target prediction is the corresponding label of each input class. Map field module  
maps the input features to the corresponding target predictions. Such a mapping can 
be performed by finding the appropriate weight vector (wj) for each input feature 
class. 



 ORF-NT: An Object-Based Image Retrieval Framework Using Neighborhood Trees 599 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Fuzzy ARTMAP Architecture 

 
The details of the training algorithm of fuzzy ARTMAP are given in [1]. The main 

point is to find the weight vector (wj) for each training object group j. The weight 
vector shows the relevance of each feature for a particular training class. In the 
labelling phase, a membership value is calculated using this vector to identify the 
unknown object by fuzzy ARTMAP, using the formula:  

where A denotes the input vector , ^ denotes the fuzzy AND operation and denotes 
the norm operation. 

2.2.2   Adaboost Training  
Adaboost is a well-known algorithm to obtain a strong classifier from a set of weak 
classifiers. Each weak classifier performs slightly better than the random guessing. 
The input to the algorithm is a set of features and their labels (x1,y1),… (xm,ym) 
extracted from a training set. The main idea of the algorithm is to maintain a set of 
weights over the training set. The strong classifier is then defined as a linear 
combination of the weak classifiers using the weights. Initially all weights are equally 
likely, but on each round, the weights of incorrectly classified examples are increased 
so that the weak learner is forced to focus on the hard examples in the training set. 
The final hypothesis H is a weighted majority vote of the T weak hypothesis where t 
is the weight assigned to ht. The weight on training example i on round t is denoted as 
Dt(i). The pseudo-code of the algorithm is given bellows. Details about the algorithm 
can be found in [2].    
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Algorithm: Adaboost 

T value is selected as 20 in our experiments. The membership value is obtained by 
normalizing tht(x) value by the possible minimum and maximum values of tht(x). 

2.3   Object Labelling with Neighborhood Tree  

In this section, we propose an algorithm to extract and label an object in the image 
database. There are two inputs to the algorithm: 

 

i)  the regions obtained from the segmentation component,  
ii) labels and membership values for segmented regions and objects obtained from 
the training component. 

 

    The Output of the algorithm yields the label, membership value and rectangular 
coordinates of each object in the unlabelled image database.  

In order to find and label the set of regions, which correspond to the query object, 
neighborhood trees are formed. The neighborhood tree is a directed acyclic graph, 
whose nodes are contiguous regions of the pre-segmented image. The neighborhood 
tree is constructed from the segmented image as follows: For each region in the 
segmented image, a label and a membership value is obtained by the trained segment 
component. Then, separate sets are formed by collecting the regions with the same 
label. For each of the set, a separate neighborhood tree is constructed. The starting 
node of the tree is selected as the region with maximum membership value in the set. 
The tree grows downward adding neighboring regions at each level.  

One of the major problems in construction of the neighborhood tree is the 
complexity introduced by each additional layer. To solve this problem, a pruning 
algorithm is developed after the first level neighbors of the starting node. When a new 
node is formed in the tree, the fuzzy ARTMAP relabels the collection of the regions 
representing this node. If the label does not match to the label of the starting node, the 
path is pruned. Figure-4 illustrates the construction of the neighborhood tree with a 
pre-segmented sample image. 
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As the next step, the neighborhood tree is traversed from starting node to the 
bottom. The membership of each node is obtained using the trained object 
component. At the end of the search, the node having the maximum membership is 
labelled as the query object. This algorithm is given by the following pseudo-code: 

 

 

Fig. 4. Construction of the neighborhood tree for a pre-segmented image 

Algorithm: Neighborhood Tree Construction and Object Labeling 
Step 1: Find the label and membership value of each segmented region of the 

unlabelled image by using trained segment component.  
Step 2: Form a set for the regions having the same label. For each set, select the 

region with maximum membership value as the starting node of the neighborhood 
tree. 

Construction of the neighborhood tree 
Step 3: For each of the starting node, repeat 
Step 4: For each neighboring region of the starting node, add a child node to the 

tree. (These are first level child nodes). 
Step 5: For each of the first level child node, repeat 
Step 6: For each neighboring region of the child node, merge the regions in the 

child node and the neighboring region. If the label of the merged region and the label 
of the starting node are the same, add this node to the neighborhood tree, else prune 
this node. 

Step 7: Go to Step 6 until all neighboring regions are added to the tree or pruned.  
Step 8: Go to Step 5 until all first level child nodes are processed. 
Traversing neighborhood tree for labelling 
Step 9: Starting from the starting node of the neighborhood tree, search for the 

node having maximum membership value obtained from trained object component. 
Step 10: Save label, membership and rectangular coordinates calculated in Step 9. 
Step 11: Go to Step 3 until all starting nodes are processed. 
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2.4   Querying 

The output of the labelling algorithm provides us a set of labelled regions and their 
membership values. In the querying process, the user selects a query object among the 
test set and the object in the database are shown to the user from highest to lowest 
membership values. Figure-5 shows the first 5 query results and corresponding 
membership values for the query object "plane" where fuzzy ARTMAP is used in 
training phase. 

                   0.9996         0.9991         0.9989        0.9986         0.9985 

                  Fig. 5. First 5 query results and corresponding membership values 

3   Experimental Results 

The proposed content-based image retrieval framework is developed in C++ Builder 
and tested over a subset of Corel Draw image database. 10 object classes, namely, 
Antelope, Bear, Cheetah, Horse, Fish, Fox, Penguin, Plane, Sun Set, and Train, are 
selected from the images of Corel Draw. In order to form the training set, 30 images 
are selected for each object class, from Corel Draw image database. Test set for the 
queries are formed by randomly selecting additional 30 images for each class from the 
same data set. Total of 600 images for the training and test stages are segmented using 
the N-cut segmentation algorithm, yielding 3154 and 2605 unlabelled regions for the 
training and test data, respectively. This data set was also used in [6]. 

In the first set of experiments, we compare ORF-NT with [6] to see the 
improvements introduced by the neighborhood tree. In this set of experiments, fuzzy 
ARTMAP is used as the training component of ORF-NT. The comparison results are 
given in Table 1. ORF-NT improves both the precision and recall performances of the 
method in [6]. Although there is a marginal improvement in the recall rates, ORF-NT 
provides substantial increase in the precision values. 

Figure-6 shows how the problem of merging the over-segmented regions of 
objects was solved with neighborhood trees. Figure 6-a and 6-b shows the output of 
the method in [6] and ORF-NT respectively. The method in [6] stops merging the 
regions because of the greedy based approach behind the merging algorithm, whereas 
ORF-NT continues to merge regions and finds a better alternative for the plane object. 

 

                           Table 1. Recall and Precision Values of ORF-NT  and [6] 

    ORF-NT Method in [6] ORF-NT Method in [6] 

300 Training Objects 92% 91% 68% 65% 
300 Test Objects 84% 83% 

 

57% 54% 

   a) Recall Values                   b) Precision Values 
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                     a)                          b) 

Fig. 6. Example labellings of [6] and proposed method for plane object 

In the second set of experiments, we tested the performance of ORF-NT with two 
different training algorithms which are fuzzy ARTMAP and AdaBoost algorithms. 
The results are then compared to plain Euclidean distance for image retrieval.  In our 
experiments we have seen that fuzzy ARTMAP is more suitable than Adaboost and 
Euclidean distance algorithms for object-based image retrieval for Corel database and 
Mpeg-7 features. 

In the Euclidean distance experiments, two feature vectors are simply compared to 
each other using the Euclidean distance between them. For each of the feature vector 
in the training set, the nearest 10 feature vectors are retrieved. Among these, the label, 
which appears the most frequently, is selected as the label of the query feature vector. 
If the number of occurrence of two labels are the same, then the minimum ranked 
label is selected as the label of the query feature. Fuzzy ARTMAP and Adaboost 
methods are implemented from the references given in Section 2.2.1 and 2.2.2 
respectively. The comparison results are presented in Table 2. 
 

Table 2. Performance of ORF-NT with Fuzzy ARTMAP, Adaboost and  Euclidean distance 
training algorithms. Numbers correspond to the percentage of correctly recognized samples. 

 FUZZY ARTMAP ADABOOST EUCLIDEAN  
300 Training Objects 92% 88% 71% 
300 Test Objects 84% 79% 61% 

 

Table 2 indicates the retrieval rates of ORF-NT for the fuzzy ARTMAP, Adaboost 
and Euclidean  distance training algorithms. As it is expected, the fuzzy ARTMAP 
and Adaboost provides a very significant increase in the performance of content based 
image retrieval system. Additionally, for this particular dataset and feature space, 
fuzzy ARTMAP yields better results than Adaboost. 

4   Conclusion  

In this study, an object retrieval framework called ORF-NT, which uses neighborhood 
tree is proposed. Rather than merging the N-Cut segments in an image using a greedy 
based algorithm as in [6], the Neighborhood Tree is introduced and used for object 
detection. The systematic merging of the search algorithm applied on the 
neighborhood tree, facilitates extracting the query object from a set of over segmented 
regions. 

In our experiments, ORF-NT is run to compare two different training methods, 
namely, Fuzzy ARTMAP and Adaboost. We have seen that fuzzy ARTMAP 
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outperformed the Adaboost method. The superiority of Fuzzy ARTMAP compared to 
the Adaboost method in the image retrieval problems is due to two major reasons: 
First of all, Adaboost selects the most salient features and weights them to form a 
strong classifier from the weak classifiers, whereas Fuzzy ARTMAP weights all the 
features and use almost all of them.  

Secondly, fuzzy ARTMAP architecture introduces new nodes to split an object 
class in case it  has `dissimilar` features.  Therefore, the Fuzzy ARTMAP method can 
assign dissimilar vectors into the same object class. This structure allows to assign, 
for example, different birds to the class of birds. Such property does not exist in the 
Adaboost method.  Since the  segmentation may results in many different regions for 
the same object, we need to deal with large within class variances. Adaboost can not 
cope with distinct representations of the same class. 
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Abstract. In this paper, we examine the use of keywords in text cate-
gorization with SVM. In contrast to the usual belief, we reveal that using
keywords instead of all words yields better performance both in terms
of accuracy and time. Unlike the previous studies that focus on keyword
selection metrics, we compare the two approaches for keyword selection.
In corpus-based approach, a single set of keywords is selected for all
classes. In class-based approach, a distinct set of keywords is selected
for each class. We perform the experiments with the standard Reuters-
21578 dataset, with both boolean and tf-idf weighting. Our results show
that although tf-idf weighting performs better, boolean weighting can be
used where time and space resources are limited. Corpus-based approach
with 2000 keywords performs the best. However, for small number of
keywords, class-based approach outperforms the corpus-based approach
with the same number of keywords.

Keywords: keyword selection, text categorization, SVM, Reuters-21578.

1 Introduction

Text categorization is a learning task, where pre-defined category labels are
assigned to documents based on the likelihood suggested by a training set of
labelled documents. Many learning algorithms such as k-nearest neighbor, Sup-
port Vector Machines (SVM) [1], neural networks [2], linear least squares fit, and
Naive Bayes [3] have been applied to text classification. A comparison of these
techniques is presented in [4].

Text categorization methods proposed in the literature are difficult to com-
pare. Datasets used in the experiments are rarely same in different studies. Even
when they are the same, different studies usually use different portions of the
datasets or they split the datasets as training and test sets differently. Thus, as
Sebastiani [5] and Yang and Liu [4] argue, most of the results in the literature
are not comparable. Some recent studies consider different classification methods
by using standard datasets [4,5,6,7], which enable us to compare these.

We use the standard Reuters-21578 dataset in our study. We have used
ModApte split, in which there are 9,603 training documents and 3,299 test doc-
uments. We have used all the classes that exist both in the training and the test
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sets. Our dataset thus consists of 90 classes and is highly skewed. For instance,
seven classes have only one document in the training set, and most of the classes
have less than ten documents in the training set.

SVM, which is one of the most successful text categorization methods, is
a relatively new method that evolved in recent years [4,7]. It is based on the
Structural Risk minimization principle and was introduced by Vapnik in 1995
[8]. It has been designed for solving two-class pattern recognition problems. The
problem is to find the decision surface that separates the positive and negative
training examples of a category with maximum margin. SVM can be also used
to learn linear or non-linear decision functions such as polynomial or radial ba-
sis function (RBF). Pilot experiments to compare the performance of various
classification algorithms including linear SVM, SVM with polynomial kernel of
various degrees, SVM with RBF kernel with different variances, k-nearest neigh-
bor algorithm and Naive Bayes technique have been performed [7]. In these
experiments, SVM with linear kernel was consistently the best performer. These
results confirm the results of the previous studies by Yang and Liu [4], Joachims
[1], and Forman [6]. Thus, in this study we have used SVM with linear kernel
as the classification technique. For our experiments we used the SV M light sys-
tem, which is a rather efficient implementation by Joachims [9] and has been
commonly used in previous studies [1,4,6].

Keyword selection can be implemented in two alternative ways. In the first
one, which we name as corpus-based keyword selection, a common keyword set
for all classes that reflects the most important words in all documents is selected.
In the alternative approach, named as class-based keyword selection, the keyword
selection process is performed separately for each class. In this way, the most
important words specific to each class are determined. This technique has been
implemented in some recent studies. One of these studies involves the catego-
rization of internet documents [10]. A method for evaluating the importance of
a term with respect to a class in the class hierarchy was proposed in that study.
Another study is about clustering the documents [11]. Main focus of that paper
is to increase the speed of the clustering algorithm. For this purpose, the authors
have tried to make the method of extracting meaningful unit labels for document
clusters much faster by using class-based keywords. In both studies, class-based
keyword selection approach has been considered, but it was not compared with
all words approach or with the corpus-based keyword selection approach.

In SVM-based text categorization, generally all available words in the doc-
ument set are used instead of limiting to a set of keywords [1,4,7]. In some
studies, it was stated that using all the words leads to the best performance and
using keywords is unsuccessful with SVM [6,12]. An interesting study by For-
man covers the keyword selection metrics for text classification using SVM [6].
While this study makes extensive use of class-based keywords, it naturally does
not cover some of the important points. The main focus of the study is on the
keyword selection metric; there does not exist a comparison of the class-based
and corpus-based keyword selection approaches. Also, all the experiments were
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performed using boolean weighting algorithm and the study lacks a time com-
plexity comparison between the results.

The aim of this paper is to evaluate the use of keywords for SVM-based
text categorization. The previous studies focus on keyword selection metrics
such as chi-square, information gain, tf-idf, odds ratio, probability ratio, docu-
ment frequency, and bi-normal separation [6,13,14]. In this study we use tf-idf
and, instead of the keyword selection metric, we focus on the comparison of
the two keyword selection approaches, corpus-based keyword selection approach
and class-based keyword selection approach. Unlike most studies, we also per-
form time complexity analysis. We aim to reach better results in less time and
space complexity, which enables us to achieve good classification performance
with limited machine capabilities and time. There are many situations in which
only a small number of words are essential to classify the documents. Our re-
search in this paper involves the inquiry of the optimal number of keywords for
texts in text categorization.

The paper is organized as follows: Section 2 discusses the document represen-
tation and Section 3 gives an overview of the keyword selection approaches. In
Section 4, we describe the standard Reuters-21578 dataset we have used in the
experiments, our experimental methodology, evaluation metrics, and the results
we have obtained. We conclude in Section 5.

2 Document Representation

Documents should first be transformed into a representation suitable for the
classification algorithms to be applied. In our study, documents are represented
by the widely used vector-space model, introduced by Salton et al. [15]. In this
model, each document is represented as a vector d. Each dimension in the vector
d stands for a distinct term in the term space of the document collection. We use
the bag-of-words representation and define each term as a distinct word in the
set of words of the document collection. To obtain the document vectors, each
document is parsed, non-alphabetic characters and mark-up tags are discarded,
case-folding is performed (i.e. all characters are converted to the same case-to
lower case), and stopwords (i.e. words such as “an”, “the”, “they” that are very
frequent and do not have discriminating power) are eliminated. We use the list
of 571 stopwords used in the Smart system [15,16]. In order to define words
that are in the same context with the same term and consequently to reduce
dimensionality, we stem the words by using Porter’s Stemming Algorithm [17],
which is a commonly used algorithm for word stemming in English. We represent
each document vector d as

d=(w1, w2,....., wn)
where wi is the weight of ith term of document d.

There are various term weighting approaches studied in the literature [18].
Boolean weighting and tf-idf (term frequency-inverted document frequency)
weighting are two of the most commonly used ones.
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In boolean weighting, the weight of a term is considered to be 1 if the term
appears in the document and it is considered to be 0 if the term does not appear
in the document:

wi =
{

1, if tfi > 0
0, otherwise (1)

where tfi is the raw frequency of term i in document d.
tf-idf weighting scheme is defined as follows:

wi = tfi · log
(

n

ni

)
(2)

where tfi is the same as above, n is the total number of documents in the
document corpus and ni is the number of documents in the corpus where term i
appears. tf-idf weighting approach weights the frequency of a term in a document
with a factor that discounts its importance if it appears in most of the documents,
as in this case the term is assumed to have little discriminating power. Also, to
account for documents of different lengths we normalize each document vector
so that it is of unit length.

In his extensive study of feature selection metrics for SVM-based text clas-
sification, Forman used only boolean weighting [6]. However, the comparative
study of different term weighting approaches in automatic text retrieval per-
formed by Salton and Buckley reveals that the commonly used tf-idf weighting
outperforms boolean weighting [18]. On the other hand, boolean weighting has
the advantages of being very simple and requiring less memory. This is especially
important in the high dimensional text domain. In the case of scarce memory
resources, less memory requirement also leads to less classification time. Thus, in
our study, we used both the boolean weighting and the tf-idf weighting schemes.

3 Keyword Selection

Most of the previous studies that apply SVM to text categorization use all the
words in the document collection without any attempt to identify the important
keywords [1,4]. On the other hand, there are various remarkable studies on key-
word selection for text categorization in the literature [6,13,14]. As stated above,
these studies mainly focus on keyword selection metrics and employ either the
corpus-based or the class-based keyword selection approach, do not use standard
datasets, and mostly lack a time complexity analysis of the proposed methods.
In addition, most studies do not use SVM as the classification algorithm. For
instance, Yang and Pedersen use kNN and LLSF [13], and Mladenic and Gro-
belnic use Naive Bayes in their studies on keyword selection metrics [14]. Later
studies reveal that SVM performs consistently better than these classification
algorithms [1,4,6].

In this study, we focus on the two keyword selection approaches, corpus-based
keyword selection and class-based keyword selection. These two approaches have
not been studied together in the literature. We also compare these keyword
selection approaches with the alternative method of using all words without any
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keyword selection. Our focus is not on the keyword selection metric, thus we use
the most commonly used tf-idf metric. In the corpus-based keyword selection
approach, the terms that achieve the highest tf-idf score in the overall corpus
are selected as the keywords. This approach favors the prevailing classes and
gives penalty to classes with small number of training documents in document
corpora where there is high skew. In the class-based keyword selection approach,
on the other hand, distinct keywords are selected for each class. This approach
gives equal weight to each class in the keyword selection phase. So, less prevailing
classes are not penalized. This approach is also suitable for the SVM classifier
as it solves two class problems.

4 Experiment Results

4.1 Document Data Set

In our experiments, we used the Reuters-21578 document collection, which is
considered as the standard benchmark for automatic document categorization
systems [19].

The documents in Reuters-21578 have been collected from Reuters newswire
in 1987. This corpus consists of 21,578 documents. 135 different categories have
been assigned to the documents. The maximum number of categories assigned
to a document is 14 and the mean is 1.24. This dataset is highly skewed. For
instance, the “earnings” category is assigned to 2,709 training documents, but
75 categories are assigned to less than 10 training documents. 21 categories are
not assigned to any training documents. 7 categories contain only one training
document and many categories overlap with each other such as “grain”, “wheat”,
and “corn”.

In order to divide the corpus into training and test sets, mostly the modified
Apte (ModApte) split has been used [19]. With this split the training set consists
of 9,603 documents and the test set consists of 3,299 documents. For our results
to be comparable with the results of other studies, we also used this splitting
method. We also removed the classes that do not exist both in the training set
and in the test set, remaining with 90 classes out of 135. The total number of
distinct terms in the corpus after preprocessing is 20,307. We report the results
for the test set of this corpus.

4.2 Evaluation Metrics

To evaluate the performance of the keyword selection approaches we use the
commonly used F-measure metric, which is equal to the harmonic mean of recall
(ρ) and precision (π) [4]. ρ and π are defined as follows:

πi =
TPi

TPi + FPi
, ρi =

TPi

TPi + FNi
(3)

Here, TPi (True Positives) is the number of documents assigned correctly to
class i; FPi (False Positives) is the number of documents that do not belong to
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class i but are assigned to class i incorrectly by the classifier; and FNi (False
Negatives) is the number of documents that are not assigned to class i by the
classifier but which actually belong to class i.

The F-measure values are in the interval (0,1) and larger F-measure values
correspond to higher classification quality. The overall F-measure score of the
entire classification problem can be computed by two different types of average,
micro-average and macro-average [4].

Micro-averaged F-Measure. In micro-averaging, F-measure is computed glob-
ally over all category decisions. ρ and π are obtained by summing over all indi-
vidual decisions:

π =
TP

TP + FP
=

∑M
i=1 TPi∑M

i=1(TPi + FPi)
, ρ =

TP

TP + FN
=

∑M
i=1 TPi∑M

i=1(TPi + FNi)
(4)

where M is the number of categories. Micro-averaged F-measure is then com-
puted as:

F (micro-averaged) =
2πρ

π + ρ
(5)

Micro-averaged F-measure gives equal weight to each document and is therefore
considered as an average over all the document/category pairs. It tends to be
dominated by the classifier’s performance on common categories.

Macro-averaged F-Measure. In macro-averaging, F-measure is computed
locally over each category first and then the average over all categories is taken.
π and ρ are computed for each category as in Equation 3. Then F-measure for
each category i is computed and the macro-averaged F-measure is obtained by
taking the average of F-measure values for each category as:

Fi =
2πiρi

πi + ρi
, F (macro-averaged) =

∑M
i=1 Fi

M
(6)

where M is total number of categories. Macro-averaged F-measure gives equal
weight to each category, regardless of its frequency. It is influenced more by the
classifier’s performance on rare categories. We provide both measurement scores
to be more informative.

4.3 Results and Discussion

Tables 1 and 2 display the micro-averaged and macro-averaged F-measure results
for boolean and tf-idf document representations for all words and for keywords
ranging in number from 10 to 2000, respectively. From Table 1, we can conclude
that class-based keyword selection achieves higher micro-averaged F-measure
performance than corpus-based approach for small number of keywords. In text
categorization, most of the learning takes place with a small but crucial portion
of keywords for a class [2]. Class-based keyword selection, by definition, focuses
on this small portion; on the other hand, corpus-based approach finds general
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keywords concerning all classes. So, with few keywords, class-based approach
achieves much more success by finding more crucial class keywords. Corpus-based
approach is not successful with that small portion, but has a steeper learning
curve that reaches the peak value of our study (86.1%) with 2000 corpus-based
keywords, which exceeds the success scores of recent studies with standard usage
of Reuters-21578 [4,5].

Boolean class-based approach performs always worse than tf-idf class-based
approach for all number of keywords. This is an expected result, previous studies
show parallel results with boolean approach [18].

Table 1. Micro-averaged F-measure results

# of keywords Boolean tf-idf tf-idf
(class-based) (corpus-based) (class-based)

10 0,738 0,425 0,780
30 0,780 0,543 0,814
50 0,802 0,628 0,831
70 0,802 0,671 0,833
100 0,806 0,697 0,838
200 0,811 0,761 0,838
300 0,819 0,786 0,839
400 0,823 0,804 0,842
500 0,821 0,813 0,848
1000 0,820 0,845 0,854
1200 0,818 0,850 0,855
1500 0,818 0,859 0,853
2000 0,818 0,861 0,855
All words 0,817 0,857 0,857

Table 2. Macro-averaged F-measure results

# of keywords Boolean tf-idf tf-idf
(class-based) (corpus-based) (class-based)

10 0,481 0,010 0,500
30 0,469 0,030 0,515
50 0,472 0,051 0,519
70 0,466 0,082 0,510
100 0,443 0,091 0,508
200 0,398 0,162 0,511
300 0,384 0,207 0,492
400 0,385 0,242 0,494
500 0,377 0,263 0,494
1000 0,349 0,373 0,498
1200 0,345 0,388 0,494
1500 0,332 0,425 0,492
2000 0,328 0,431 0,492
All words 0,294 0,439 0,439



Text Categorization with Class-Based and Corpus-Based Keyword Selection 613

Table 3. Classification time in seconds

# of keywords Boolean tf-idf
(class-based) (class-based)

10 5 3
30 5 5
50 7 7
70 9 6
100 10 14
200 11 14
300 17 17
400 18 22
500 20 31
1000 25 40
1200 27 41
1500 31 42
2000 35 44
All words 43 66

From Table 2, we can conclude that class-based keyword selection achieves
consistently higher macro-averaged F-measure performance than corpus-based
approach. The high skew in the distribution of the classes in the dataset affects
the macro-averaged F-measure values in a negative way because macro-average
gives equal weight to each class instead of each document and documents of rare
classes tend to be more misclassified. By this way, the average of correct clas-
sifications of classes drops dramatically for datasets having many rare classes.
Class-based keyword selection is observed to be very useful for this skewness. As
stated above, with even a small portion of words (50-100-200), class-based tf-idf
method reaches 50% success which is far better than the 43.9% success of tf-idf
with all words. Rare classes are characterized in a successful way with class-based
keyword selection, because every class has its own keywords for the categoriza-
tion problem. Corpus-based approach shows worse results because most of the
keywords are selected from prevailing classes which prevents rare classes to be
represented fairly by their keywords.

Table 3 shows the classification times for class-based boolean and class-based
tf-idf approaches. We do not display the results for the corpus-based tf-idf ap-
proach as its time-complexity is similar to that of the class-based tf-idf approach.
We observe that when we use a small number of keywords in the class-based tf-
idf approach we gain a lot from time without losing much from performance. For
instance, when we use 70 keywords, the classification phase is 10 times faster
than the classification phase in the case where all words are used. In addition, the
macro-averaged F-measure performance for 70 keywords is better than the case
where all words are used and the micro-averaged F-measure performance is not
much worse. Another observation is that time complexity of boolean class-based
approach is better than tf-idf class-based approach. This is an expected result
because boolean approach consumes less space and performs less operations than
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tf-idf approach. In situations where we have limited time and space resources, we
may sacrifice from performance by using class-based boolean approach, which
gives around 82% success rate and can be deemed as satisfying.

5 Conclusion

In this paper we investigate the use of keywords in text categorization with SVM.
Unlike the previous studies that focus on keyword selection metrics, we study the
performance of the two approaches for keyword selection, corpus-based approach
and class-based approach. We use the standard Reuters-21578 dataset and both
boolean and tf-idf weighting schemes. We analyze the approaches in terms of
micro-averaged F-measure, macro-averaged F-measure and classification time.

Generally all of the words in the documents were used for categorization
with SVM. Keyword selection was not performed in most of the studies; even, in
some studies, keyword selection was stated to be unsuccessful with SVM [6,12].
In contrast to these studies we reveal that keyword selection improves the perfor-
mance of SVM both in terms of F-measure and time. For instance, corpus-based
approach with 2000 keywords performs the best in much less time than the case
where all words are used. In the corpus-based approach the keywords tend to
be selected from the prevailing classes. Rare classes are not represented well
by these keywords. However, in the class-based approach, rare classes are rep-
resented equally well as the prevailing classes because each class is represented
with its own keywords for the categorization problem. Thus, the class-cased tf-idf
approach with small number of keywords (50-100) achieves consistently higher
macro-averaged F-measure performance than both the corpus-based approach
and the approach where all the words are used. It also achieves higher micro-
averaged F-measure performance than corpus-based approach when a small num-
ber of keywords is used. This is important as there is a lot of gain from classifi-
cation time when small number of keywords is used.

When we compare the tf-idf and boolean weighting approaches we see that
class-based tf-idf approach is more successful than class-based boolean approach.
However, in situations where we have limited time and space resources, we may
sacrifice from performance by using class-based boolean approach, which gives
around 82% success rate and can be deemed as satisfying.
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Abstract. This paper presents a preliminary work on aligning Turk-
ish and English parallel texts towards developing a statistical machine
translation system for English and Turkish. To avoid the data sparse-
ness problem and to uncover relations between sublexical components
of words such as morphemes, we have converted our parallel texts to a
morphemic representation and then used standard word alignment al-
gorithms. Results from a mere 3K sentences of parallel English–Turkish
texts show that we are able to link Turkish morphemes with English
morphemes and function words quite successfully. We have also used
the Turkish WordNet which is linked with the English WordNet, as a
bootstrapping dictionary to constrain root word alignments.

1 Introduction

Availability of large amounts of so-called parallel texts has motivated the appli-
cation of statistical techniques to the problem of machine translation starting
with the seminal work at IBM in the early 90’s [1,2]. Statistical machine trans-
lation views the translation process as a noisy-channel signal recovery process in
which one tries to recover the input “signal” e, from the observed output signal
f.1 Thus given some output sequence f one tries to find

e∗ = argmax
e

P (e|f)

as that (English) sentence that maximizes the probability of giving rise to the
specific output (French) sentence f. Using Bayes’ law, this probability is expanded
into

e∗ = arg max
e

P (e|f) = argmax
e

P (f |e)P (e)
P (f)

= arg max
e

P (f |e)P (e)

since f is constant for all candidate e’s. This formulation has two components: the
first component called the translation model gives the probability of translating e
1 Denoting English and French as used in the original IBM Project which translated

from French to English using the parallel text of the Hansards, the Canadian Par-
liament Proceedings.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 616–625, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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into f and the second component called the language model assigns the sentence
e, a certain probability among all possible sentences in the source language.

Early statistical machine translation systems used a purely word-based ap-
proach without taking into account any of the morphological or syntactic proper-
ties of the languages [2]. Later approaches exploited morphology and/or syntactic
properties in one way or the other, to increase the quality of parameters for the
translation model and also to rely on smaller parallel texts [1,3,4,5].

The translation model relies on model parameters that are estimated from
sentence-aligned parallel texts [2]. Obviously, for accurate estimation of parame-
ters, one needs large amounts of data which for some language pairs may not be
easy to obtain. This can be further complicated by the nature of the languages
involved as may be the case for the Turkish and English parallel texts. Even
a cursory analysis of sentence aligned Turkish and English texts indicates that
translations of certain English words to surface as various morphemes embedded
into Turkish words. Thus for accurate estimation of parameters, one needs to
consider sublexical structures.

In this paper, we present results from aligning Turkish and English parallel
texts towards developing a translation model from English to Turkish for use in
a statistical machine translation system. We use morphology in a similar way to
Lee [4], but with further exploitation of allomorphy to get more accurate statis-
tics and use a Turkish WordNet [6] that is aligned with the English WordNet [7]
as a dictionary for root word alignment.

This paper is organized as follows: we start with a short overview of Turkish
morphology to motivate its impact on alignment with English texts for deriving
translation model parameters. We then present results from aligning Turkish
texts with English texts, followed by the use of the aligned Turkish and English
WordNets as a constraining dictionary to improve translation model parameters.
We conclude by discussing future work that will make use of this translation
model.

2 An Overview of Turkish Morphology

Turkish is an Ural-Altaic language, having agglutinative word structures with
productive inflectional and derivational processes. Turkish word forms consist
of morphemes concatenated to a root morpheme or to other morphemes, much
like “beads on a string”. Except for a very few exceptional cases, the surface
realizations of the morphemes are conditioned by various regular morphophone-
mic processes such as vowel harmony, consonant assimilation and elisions. The
morphotactics of word forms can be quite complex when multiple derivations are
involved. For instance, the derived modifier saǧlamlaştırdıǧımızdaki2 would
be broken into surface morphemes as follows:

2 Literally, “(the thing existing) at the time we caused (something) to become strong”.
Obviously this is not a word that one would use everyday. Turkish words (exclud-
ing noninflecting frequent words such as conjunctions, clitics, etc.) found in typical
running text average about 10 letters in length. The average number of bound mor-
phemes in such words is about 2.
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saǧlam+laş+tır+dıǧ+ımız+da+ki

Starting from an adjectival root saǧlam, this word form first derives a verbal
stem saǧlamlaş, meaning “to become strong”. A second suffix, the causative sur-
face morpheme +tır which we treat as a verbal derivation, forms yet another
verbal stem meaning “to cause to become strong” or “to make strong (fortify)”.
The immediately following participle suffix +dıǧ, produces a participial nominal,
which inflects in the normal pattern for nouns (here, for 1st person plural posses-
sor which marks agreement with the subject of the verb, and locative case). The
final suffix, +ki, is a relativizer, producing a word which functions as a modifier
in a sentence, modifying a noun somewhere to the right.

However, if one further abstracts from the morphophonological processes
involved one could get a lexical form

saǧlam+lAş+DHr+DHk+HmHz+DA+ki

In this representation, the lexical morphemes except the lexical root utilize meta-
symbols that stand for a set of graphemes which are selected on the surface by
a series of morphographemic processes which are rooted in morphophonological
processes some of which are discussed below, but have nothing whatsoever with
any of the syntactic and semantic relationship that word is involved in. For
instance, A stands for back and unrounded vowels a and e, in orthography, H
stands for high vowels ı, i, u and ü, and D stands for d and t, representing alveolar
consonants. Thus, a lexical morpheme represented as +DHr actually represents 8
possible allomorphs, which appear as one of +dır, +dir, +dur, +dür, +tır, +tir,
+tur, +tür depending on the local morphophonemic context. Thus at this level
of representation words that look very different on the surface, look very similar.
For instance, although the words masasında ’on his table’ and defterinde ’in
his notebook’ in Turkish look quite different, the lexical morphemes except for
the root are the same: masasında has the lexical structure masa+sH+ndA, while
defterinde has the lexical structure defter+sH+ndA.

The use of this representation is particularly important for the quality of
translation models. Allomorphs almost always correspond to the same compo-
nents in English in translation. If they are considered by themselves as the units
of alignment, the statistics get fragmented and the model quality suffers. When
however allomorphs are abstracted to their lexical forms, the statistics combine
and the data sparseness problem is less acute.

3 Aligning English–Turkish Parallel Texts

The collection of parallel texts that we have used for this work were a 3K sen-
tence segment of about 300K sentence parallel texts mostly from the legal and
international relations domain collected from various sources. Table 1 presents
some statistics on the Turkish side of the 3K sentence fragment used.

If one computes a word-level alignment between the components of parallel
Turkish and English sentences one obtains an alignment like the one shown
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Table 1. Statistics on Turkish texts used

Type Count

Total tokens 58,498
Unique tokens (incl. punctuation, etc.) 11,058
Unique forms (excl. punctuation, etc) 4,078
Unique root words 1,925
Average Morphological Ambiguity 1.98

Fig. 1. Alignment between Turkish and English sentences

in Figure 1, where we can easily see Turkish words may actually correspond
to whole phrases in the English sentence. One major problem with that this
situation hints at is that, with a word-level alignment, one could get a situation
in which when even a word occurs many times in English part, the actual for
Turkish equivalent could be either missing from the Turkish part, or occur with
a very low frequency, but many inflected variants of the form could be present.
For example, Table 2 shows the occurrences of different forms for the root word
faaliyet ’activity’ in the parallel texts we experimented with. Although, many

Table 2. Occurrences of forms of the word faaliyet ’activity’

Wordform Count Gloss

faaliyet 3 ’activity’
faaliyete 1 ’to the activity’
faaliyetinde 1 ’in its activity’
faaliyetler 3 ’activities’
faaliyetlere 6 ’to the activities’
faaliyetleri 7 ’their activities’
faaliyetlerin 7 ’of the activities’
faaliyetlerinde 1 ’in their activities’
faaliyetlerine 5 ’to their activities’
faaliyetlerini 1 ’their activities (accusative)’
faaliyetlerinin 2 ’of their activities’
faaliyetleriyle 1 ’with their activities’
faaliyette 2 ’in (the) activity’
faaliyetteki 1 ’that which is in activity/active’
Total 41
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forms of the root word appear, none of the forms appear very frequently and one
may even have to drop occurrences of frequency 1 depending on the word-level
alignment model used, further worsening the sparseness problem.

To overcome this problem, we decided to perform morphological analysis
of both the Turkish and the English texts to be able to uncover relationships
between root words, suffixes and function words while aligning them. First we
extracted the surface morphemes of each word using a version of the morpho-
logical analyzer [8] that segmented the Turkish words along morpheme bound-
aries and normalized the root words in cases they were deformed due to a mor-
phographemic process. Thus for instance the word faaliyetleriyle was segmented
into faaliyet +ler +i +yle. Similarly, English words segmented using the Univer-
sity of Pennsylvania analyzer [9] augmented with some additional processing for
handling derivational morphology. For instance, the English word activities was
segmented as activity+s. We then observed that we could achieve a further nor-
malization on the Turkish representation and improve statistics by using lexical
morphemes discussed earlier.

Employing this representation on the Turkish side and conflating the statis-
tics of the allomorphs allowed us to improve the alignments. Table 3 provides

Table 3. Counts of some surface and lexical morphemes in Turkish text

Surface Morpheme English Count Lexical Morpheme Total Count

+ler +s 1419 +lAr 3346
+lar +s 1927
+da in 193 +DA 724
+de in 215
+te in 135
+ta in 121
+den from 63 +DAn 194
+dan from 49
+ten from 37
+tan from 45

Fig. 2. Morpheme alignment between Turkish and English sentences
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the counts of some very frequent surface morphemes in Turkish text (along with
their most likely English glosses), and provides the counts of the lexical meta-
morphemes to which the surface morphemes are abstracted.

We morphologically analyzed and disambiguated the Turkish text and con-
verted each word into their lexical representation so that lexical morphemes on
the Turkish side were treated as “words” for the purposes of alignment. Morpho-
logical analysis was applied to English text also to segment English words into
their morphemes. The alignments we expected to obtain are depicted in Figure 2
for the example sentence given earlier in Figure 1. We obtained alignments using
the GIZA++ tool [10] which also gave us the translation probabilities. Table 4
shows the translation probabilities for some of the English function words and
affixes with some Turkish function words and suffixes. It can be seen that even
with such a small amount of parallel text, the top alignment for most cases is
usually the most likely one. Of particular interest is the alignment of will to

Table 4. Alignments for various Turkish morphemes and English suffixes and function
words

e t p(t|e)

+ation +mA 0.731
+ation +Hn 0.269
be +Hl 0.573
be +nHn 0.185
by +ndAn 0.342
by taraf 0.287
+ed +Hl 0.640
+ed +mHş 0.274
+ed +yAn 0.040
has +mHş 0.776
has +ndA 0.117
has +mHş 0.075
in +ndA 0.640
in , 0.302
in +DA 0.041
into +yA 0.603
into +ndA 0.148
is +mAktA 0.605
is +Hn 0.243
must +lH 0.282
must için 0.212
must +mAlH 0.212
no +mA 0.625
no bir 0.315
not +mA 0.675
not +nA 0.116
of +nHn 0.995
on +ndA 0.392

e t p(t|e)

on +nA 0.333
pre önce 0.542
pre nA 0.141
pre ilişkin 0.117
+s +lAr 0.992
+s , 0.005
+ship +lHk 0.589
+ship ’ 0.157
should +mAlH 0.487
should +nHn 0.283
should gerek 0.162
the +sH 0.816
the , 0.161
under +ndA 0.548
under +yAn 0.343
were +mHş 0.523
were +Hl 0.413
which +yAn 0.632
which ol 0.269
while +yken 0.399
while +Hr 0.276
while +ki 0.201
who +yAn 0.881
will +yAcAk 0.872
with ile 0.3095
with +ylA 0.219
with +yA 0.200
would +yAcAk 0.537
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the Turkish future tense marker lexical morpheme +yAcAk3 which is usually
surrounded by other morphemes marking other relevant morphological features
when it appears in a verb. Also of interest are alignments of should to +mAlH,
the Turkish necessitative mood marker, of while to +yken, the adverbial deriva-
tion suffix with the semantics ’while’.

4 Wordnet as a Dictionary

Dictionaries and similar resources comprise an additional resource for obtaining
more accurate alignments. Dictionaries provide possible correct word translation
pair biases to the EM (expectation maximization) algorithm used in generating
word-level alignments. Such biases then decrease fertility probabilities and in-
crease translation probabilities. Conventional dictionaries such as Harper-Collins
Robert French Dictionary have been used for the French-English translation de-
veloped by IBM [11].

Table 5. Best translation probabilities for word brain

Word t p(t|brain) t p(t|brain)
w/o WordNet with WordNet

gör 0.499 beyin 0.999
önem 0.499

Table 6. Translation probabilities for word basket

t p(t|basket) t p(t|basket)
w/o WordNet with WordNet

belirle 0.199 sepet 0.999
dış 0.199
endeks 0.199
tüket 0.199
+yHcH 0.199

Another interesting resource that can be used to help alignment, in place of
a dictionary, is a WordNet [7], a hierarchical network of lexical relations (such as
synonymity) that words in a language are involved in. The Turkish WordNet [6]
was built earlier, and is actually linked to the English WordNet using interlingual
indexes, so that words in Turkish are indirectly linked to words in English that
describe the same concept via these indexes. We used these relationships as a
bootstrapping dictionary for the GIZA++ alignment process.
3 This morpheme has 4 allomorphs that differ in the selection of the vowels and the

elision of the initial consonant depending on the morphographemic context.
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Table 7. Translation probabilities for word credit

t p(t|credit) t p(t|credit)
w/o WordNet with WordNet

kredi 0.625 kredi 0.923
saǧla 0.156 saǧla 0.077
ki 0.110
+yA 0.056
miktar 0.052

Tables 5, 6 and 7 show improvement in translation probabilities after in-
cluding dictionary with 3K sentences. One can see that the use of the WordNet
as a bootstrapping dictionary significantly reduces noisy alignments – either the
bogus alignments (usually stemming from the fact that there are not enough
sentences to robustly estimate the alignment stastistics) are weeded out by con-
straining possible root word alignments, or correct alignments are boosted.

5 Future Work

Our aim in this line of work is to develop a comprehensive model of statistical
machine translation from English to Turkish. The details of the model have
to at least take into a probabilistic model of the morpheme morphotactics in
addition to models of higher level word order. This will certainly require certain
non-trivial amendments to the translation models developed so far for various
other language pairs. Nevertheless, we can still use some of the basic models for
translation such as the IBM Model 4, and obtain some very crude translations
using the ISI ReWrite Decoder [12,13]. Table 8 shows the two very preliminary

Table 8. Very crude statistical translation results

Input: international terrorism also remain +s to be an important issue .
Statistical Translation: terörizm +nHn uluslararası aynı kal +yAcAk önem +lH
bir sorun +DHr .
Surface Form: terörizmin uluslararası aynı kalacak önemli bir sorundur .
Reference Translation: uluslararası terörizm de önemli bir sorun olmaya devam
etmektedir .

Input: structural reform +s in the economy are already bear +ing fruit .
Translation: yapısal reform +sH ekonomi +nHn ön saǧla +mAktA meyve .
Surface Form: yapısal reformu ekonominin ön saǧlamakta meyve .
Reference Translation: ekonomideki yapısal reformların meyvelerini vermeye
başladıǧı görülmektedir .
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examples of translations that are obtained using the standard models (containing
no Turkish specific models) developed with only 3K sentences.

Once the basic statistical translation model for Turkish is developed, we
expect to incorporate phrase level modeling and translation [14] and [15].

6 Conclusions

This paper presents the very first exploration of the issues in statistical ma-
chine translation between Turkish and English. Statistical machine translation
needs substantial amounts of aligned texts from which probabilistic translation
models can be trained. We have used a morphological preprocessing to identify
lexical morphemes on both the Turkish and the English words to alleviate the
data sparseness problem but more importantly to uncover relationships between
the morphemes on the Turkish side with morphemes and function words on the
English. Our results indicate that even with a very modest amount of paral-
lel texts, the alignment we have obtained are very reasonable. We have used
Turkish and English WordNets which are aligned via the interlingual index as a
bootstrapping dictionary to improve root word alignments.
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Abstract. In this paper, the effect of different windowing schemes to the suc-
cess rate of word sense disambiguation is probed. In these windowing schemes 
it is considered that the impact of a neighbor word to the correct sense of the 
target word should be somewhat related to it's distance to the target word. Sev-
eral weighting functions are evaluated for their performance in representing this 
relation. Two semantic similarity measures, one of which is introduced by the 
authors of this paper, are used in a modified version of Maximum Relatedness 
Disambiguation algorithm for the experiments. This approach yielded im-
provements up to 4.24% in word sense disambiguation accuracy. 

1   Introduction 

Word sense disambiguation (WSD) is one of the most critical and widely studied 
Natural Language Processing (NLP) tasks, which makes NLP applications like 
machine translation, language understanding, information retrieval, parsing etc. more 
successful. In a general view, WSD can be defined as the assignment of a meaning 
(sense) or a definition to a target word (the word to be disambiguated) in a context 
(text or discourse), which is distinguishable from other meanings of this word. 

Semantic similarity is a kind of semantic relatedness defining a resemblance. It is 
an important topic in NLP. It has also been subject to studies in Cognitive Science 
and Artificial Intelligence. Application areas of semantic similarity include WSD, 
information retrieval (IR), malapropism detection etc. There are mainly two 
approaches to semantic similarity. First approach is making use of a large corpus and 
gathering statistical data from this corpus to estimate a score of semantic similarity. 
Second approach makes use of the relations in the hierarchy of a thesaurus, which is 
generally a hand-crafted lexical database such as WordNet [1]. As in many other NLP 
studies, hybrid approaches that make benefit from both techniques also exist in 
semantic similarity. 

In this work we have analyzed the performance of different windowing schemes 
using two conceptual hierarchy based semantic similarity metrics in a modified 
version of the Maximum Relatedness Disambiguation algorithm.  
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The remainder of this paper is organized as follows: The similarity metric of 
Leacock and Chodorow and the Maximum Relatedness Disambiguation algorithm [2] 
is presented in Section 2. Our similarity metric is introduced in Section 3. The 
windowing schemes we have used in our tests are defined in Section 4. Experimental 
results are presented and evaluated in Section 5. Some discussion topics are probed in 
Section 6 and the paper is concluded in Section 7. 

2   Related Work 

To quantify the concept of similarity between words, some ideas have been put forth 
by researchers, most of which rely heavily on the knowledge available in lexical 
knowledge bases like WordNet. First studies in this area date back to Quilian's 
semantic memory model [3] where the number of hops between nodes of concepts in 
the hierarchical network specifies the similarity or difference of concepts. 

Wu and Palmer's semantic similarity metric [4] was based on the path length 
between the concepts located in a hierarchical structure. Resnik introduced a new 
factor of relatedness called information content (IC) in [5], which is defined as the 
negative logarithm of the probability of a concept (c) based on its frequency in a large 
enough corpus: 

( ) ( ).clogP=cICres −  (1) 

Similarity metrics of Resnik [5] , Jiang and Conrath [6] and Lin [7] all rely on the 
IC values assigned to the concepts in an is-a hierarchy, but their interpretations of the 
IC values have little differences. Using a different approach Hirst G. and St-Onge 
assigns relatedness scores to words instead of word senses [8]. They set different 
weights for different kinds of links in the semantic network and uses those weights for 
edge counting. 

2.1   Leacock and Chodorow's Similarity Metric 

The similarity metric of Leacock and Chodorow (LCH) is also based on the path 
length between two concepts (c1, c2) in an is-a hierarchy [9] like Wu and Palmer's. 
Although it is a relatively simple approach it's precision and recall are competitive to 
others'. The formulation is as follows: 

( ) ( )
.

∗
−

pthTaxonomyDe2

c,cPathLength
logmax=c,cSim 21

21LCH  (2) 

The path length between the concepts is rated by twice the taxonomy depth1. In 
this way the difference between the estimations derived from different kind of 
taxonomies is minimized. Then the negative logarithm of this ratio is considered to be 
the value of similarity. If there is more than one path between the concepts, the 
maximum similarity value is used. 

                                                           
1 This is the longest possible length between two concepts in the taxonomy. 
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2.2   Maximum Relatedness Disambiguation 

In this paper we have used a relatively simple algorithm of WSD which is introduced 
in [2]. This algorithm uses a quantitative measure of similarity2 between word senses 
as a metric to disambiguate them in a context. The algorithm is described in Fig.1. In 
this algorithm it is assumed that, the sense of a target word having the highest 
collective relatedness (hence similarity) value with the senses of other words in its 
window of context, is more likely to be the correct sense. We will test our approaches 
using a slightly modified version of this algorithm. 

 

 

Fig. 1. Maximum Relatedness Disambiguation Algorithm 

3   Our Similarity Metric 

Our similarity metric (OUR) is also based on the shortest path length between two 
concepts in an is-a hierarchy like LCH, but we have tried to improve over LCH by 
adding another factor which is derived from the specificities (Spec) of the compared 
senses in the hierarchy. We have formulated specificity of a concept (c) as follows: 

( ) ( )
( ) .
cthClusterDep

cDepth
=cSpec  (3) 

ClusterDepth is the depth of the deepest concept which is in the same cluster with 
the concept c. We have defined our similarity metric according to two different 
factors. LenFactor is the first one of them: 

( )
.

2
21

pthTaxonomyDe

c,cnShortestLe
=LenFactor

∗
 (4) 

LenFactor is calculated just as in LCH except for the negative logarithm. Our 
second factor makes the difference from LCH which is defined as follows: 

( ) ( )| |.21 cSpeccSpec=SpecFactor −  (5) 

                                                           
2 This algorithm may also use measures of semantic relatedness, but we have only used similar-

ity metrics in our work.  

1. Select a window of n-word size context that contains the target word in the 
middle (as much as possible). 

2. Identify candidate senses of each word in the context. 
3. For each candidate sense of the target word: 

3.1. Measure the relatedness of the candidate sense of the target word to those 
of the surrounding words in the context. 

3.2. Sum the highest relatedness scores for each combination of senses 
3.3. Assign this sum to the candidate sense of the target word. 

4. Select the candidate sense that has the highest score of relatedness.
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SpecFactor is briefly the difference between the specificities of the two concepts. 
And the formulation of our similarity metric is as follows: 

( ) .
1

1

speclen
21, SpecFactork+LenFactork+

=ccSimOUR ∗∗
 (6) 

Our metric produces results in the range [0, 1]. klen and kspec are the constant values 
to adjust the impacts of the two factors to the results. In our experiments we have used 
klen = 0.8 and kspec = 0.2. 

4   Our Windowing Schemes 

Windowing is used in many NLP applications. It is sometimes used for the sake of 
performance needs, but sometimes the necessity comes from the nature of the 
problem. In case of WSD both assertions are valid. 

In our windowing schemes we have followed the general approach of considering 
the target word to be in the center of the window. For example by a window of length 
11, we mean ±5 words to either side of the target word. In our experiments we only 
considered nouns in the WordNet hierarchy. So our window of length 11 should 
include 11 words which have noun forms in WordNet including the target word it 
self. If one side of the target word doesn't have enough words meeting this criterion 
then the window is expanded to the other side, until the criterion is met. If this 
criterion can't be met, because of the limitations of the context, then the window will 
contain as many words as possible. 

Considering the words having different distances from the target word should have 
different impacts to target words correct sense, we calculated different weights to 
every position in a window of context according to their distance from the target 
word. We have defined 10 reasonable weighting functions (numbered from 0 to 9) to 
see, how much the different weighting functions will affect the results, and which of 
them will act better. 

To define the weighting functions in an easier way, we first denote three functions: 
Dist(i), Limit(i) and Imp(i). i is the index of neighbor word whose weight we want to 
calculate. We assume target words index is zero (itarget=0), the words preceding the 
target word have negative index values and the words subsequent to target word have 
positive index values. We also assume that the distance of nearest (i=±1) neighbors to 
be 0 instead of 1. According to these assumptions we denote Dist(i) (distance of i to 
target word) as: 

( ) | | 1.−i=iDist  (7) 

And Limit(i) is defined as follows: 

 max(i), i > 0  

-1, i = 0 (corresponds to undefined) (8) Limit(i) 

 

 

-min(i), i < 0  
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For example if we have a window of size 15, which ranges from -11 to +3, our 
Limit(i) function will return 11 for negative i values and 3 for positive i values.  

We can now define the Imp(i) (impact of i th neighbor to target word) as: 

( ) ( ) ( )
( ) .
iLimit

iDistiLimit
=iImp

−  
(9) 

Fig. 2. All of the weighting functions (fw0 – fw9) plotted together 

According to these definitions we define our weighting functions as follows: 
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fw0 is meant to represent the case of using no weighting functions, fw1 is the plain 
impact function, fw2 increases3 the impact of distance by square rooting, fw3 decreases 
the impact of distance by squaring etc. With all these functions we aimed to increase 
diversity. The graphical representation of these functions can be seen in Figure 2 and 
sample weights calculated using these weighting functions can be seen in Table 1.  

Table 1. Sample weights for a window of size 15 (ranging from -11 to +3) calculated with 
different weighting functions (fw0 - fw9) 

Index of the Neighboring Word 
fw 

-11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 T4 1 2 3 

fw0 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 

fw1 0.09 0.18 0.27 0.36 0.45 0.55 0.64 0.73 0.82 0.91 1 - 1 0.67 0.33 

fw2 0.3 0.43 0.52 0.6 0.67 0.74 0.8 0.85 0.9 0.95 1 - 1 0.82 0.58 

fw3 0.01 0.03 0.07 0.13 0.21 0.3 0.4 0.53 0.67 0.83 1 - 1 0.44 0.11 

fw4 0.63 0.66 0.7 0.73 0.76 0.8 0.83 0.87 0.91 0.96 1 - 1 0.85 0.72 

fw5 0.4 0.44 0.48 0.53 0.58 0.63 0.7 0.76 0.83 0.91 1 - 1 0.72 0.51 

fw6 0.16 0.19 0.23 0.28 0.34 0.4 0.48 0.58 0.7 0.83 1 - 1 0.51 0.26 

fw7 0.29 0.37 0.43 0.5 0.56 0.62 0.69 0.76 0.83 0.91 1 - 1 0.71 0.48 

fw8 0.09 0.14 0.19 0.25 0.31 0.39 0.47 0.58 0.69 0.83 1 - 1 0.51 0.23 

fw9 0.15 0.26 0.37 0.49 0.62 0.73 0.83 0.91 0.96 0.99 1 - 1 0.86 0.45 

5   Experiments and Results 

We did our WSD experiments using a subset of the noun data in English lexical 
sample task of Senseval-2 (training portion). In this data source, each instance was 
made up of three or four sentences containing a single tagged target word. Our subset 
contains the first 914 noun instances of this data source which includes 5 different 
target words (art, authority, bar, bum, and chair). They are used with an average of 
15.42 senses per target word in our test data, which is quite a high value. 

To access WordNet, we have made use of a Perl interface called 
WordNet::QueryData [10]. We have implemented our similarity metric on our own 
but we have used WordNet::Similarity [11] for LCH in which it was already 
implemented. We have modified WordNet::SenseRelate in order to handle our 
weighted windowing schemes. Since taxonomies other than the noun taxonomy are 
not deep enough for the similarity metrics we used, to differentiate between word 
senses, we have taken only nouns as our target for disambiguation. We didn't POS tag 
our input text, instead we followed Patwardhan et.al.'s approach [12], selecting the 
nearest words to our target word into our context, which have noun forms in 
WordNet, regardless of if they are used as a noun or not.  

 

                                                           
3 Since the impact function's values are in the range [0, 1] square rooting increase them. 
4 There is no need to calculate weights for the target word. 
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Table 2. Disambiguation accuracy (%) of OUR using different window sizes and different 
weighting functions 

Window Size 
fw 

3 5 7 9 11 13 15 

fw0 19.04 19.31 19.86 18.87 18.05 17.40 16.41 * 

fw1 19.26 19.20 20.57 20.08 19.47 18.71 18.27 

fw2 19.31 19.09 20.30 19.31 18.49 17.94 17.40 

fw3 19.58 18.87 19.47 19.69 20.24 19.69 19.69 

fw4 19.20 19.31 19.97 19.53 18.16 17.94 16.74 

fw5 19.31 19.42 19.97 19.75 18.49 18.16 17.61 

fw6 19.04 18.87 19.80 20.08 19.80 19.15 18.27 

fw7 19.17 19.42 21.01 # 20.58 19.79 19.23 18.82 

fw8 19.04 18.84 19.80 19.91 19.58 19.69 19.85 

fw9 19.13 19.42 19.71 20.11 20.17 20.88 20.65 * 

 

Table 3. Disambiguation accuracy (%) of LCH using different window sizes and different 
weighting functions 

Window Size 
fw 

3 5 7 9 11 13 15 

fw0 19.60 20.19 20.73 19.58 19.15 18.60 17.40 * 

fw1 19.88 20.35 21.83 20.95 21.11 20.34 19.91 

fw2 19.49 20.51 21.99 20.73 19.80 19.15 18.82 

fw3 19.88 19.58 20.57 20.90 21.33 21.01 21.12 * 

fw4 19.49 21.12 21.55 20.40 19.47 18.71 18.05 

fw5 19.68 20.30 21.88 20.95 20.13 18.93 18.71 

fw6 19.82 20.13 21.01 21.33 20.68 20.68 20.13 

fw7 19.71 20.30 22.10 # 20.95 20.24 19.47 19.15 

fw8 19.82 19.91 21.01 21.12 20.68 20.68 20.35 

fw9 19.60 20.40 21.55 20.95 20.13 19.47 19.47 

We have done 7 tests for all the weighting functions represented in Section 5, with 
different window lengths ranging from 3 to 15. The results of our experiments 
regarding OUR and LCH can be seen in Table 2 and Table 3. 
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In Table 2 and Table 3 the best results are marked by '#' and the two result in the 
same window size which have the biggest difference is marked with '*'. We see that 
the best results are in window size 7 and the biggest differences are in window size 
15. From the second result, we can conclude that when the window size increases the 
difference that the weighting functions can make also increases. The biggest 
differences in OUR and LCH are 4.24% and 3.72% respectively. Both of the best 
results were archived by fw7 which is an exponential function. Improvements of the 
best results over fw0 are 1.16% and 1.37% for OUR and LCH respectively. 

In our experiments we have seen that using different weighting functions affect the 
disambiguation time slightly, but as you can see in Fig. 3, increasing the window size 
also increases the disambiguation time, nearly proportional.  

 

Fig. 3. Average WSD times of the metrics (OUR and LCH) for the window sizes 5 to 15 

In Table 4 it can be seen that the 3 best average success rates are archived by fw3, 
fw9, fw8 and the worst performing function is fw0, which represents the case of using no 
weighting functions. This result shows that using a reasonable weighting function will 
usually give better results than using none.  
 

Table 4. Average success rates of weighting functions 

fw0 fw1 fw2 fw3 fw4 fw5 fw6 fw7 fw8 fw9 

18.87 20.00 19.45 20.12 19.26 19.52 19.91 20.00 20.02 20.08 
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In Table 5 we see that the best performing window size on average is 7. 

Table 5. Average success rates of window sizes 

3 5 7 9 11 13 15 

19.45 19.73 20.71 20.29 19.75 19.29 18.84 

6   Discussions 

The correlation (%79.1) of WSD results in Table 2 and Table 3 is high enough to say 
that success rates of these two metrics reacts nearly the same to different windowing 
schemes. We believe that other metrics will also act almost in the same manner, but 
proving this needs further study with other metrics. 

Although we tried to diversify the impact of distance as much as we could while 
selecting our weighting functions, there could be other weighting functions which can 
improve the test results. 

7   Conclusion 

In this paper we have tested several weighting functions using two semantic similarity 
metrics (OUR and LCH) in WSD using Maximizing Semantic Relatedness algorithm. 
Our test results showed that, distance of neighbor words is an important factor which, 
should be considered in WSD. All the code and data used to calculate these metrics of 
similarity can be downloaded from the author's web page5. 
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Abstract. In text-to-speech systems and in developing transcriptions
for acoustic speech data, one is faced with the problem of disambiguating
the pronunciation of a token in the context it is used, so that the correct
pronunciation can be produced or the transcription uses the correct set
of phonemes. In this paper we investigate the problem of pronunciation
disambiguation in Turkish as a natural language processing problem and
present preliminary results using a morphological disambiguation tech-
nique based on the notion of distinguishing tag sets.

1 Introduction

Words typically have different pronunciations depending on their syntactic, and
semantic properties in context. In Turkish, differences in pronunciation stem
from differences in the phonemes used, the length of the vowel and the loca-
tion of the primary stress [1]. The selection of the correct pronunciation requires
a disambiguation process that needs to look at local morphosyntactic and se-
mantic information to determine the correct pronunciation among alternatives.
Disambiguating morphology serves a good starting basis for disambiguating of
pronunciations, although it by itself, does not disambiguate all ambiguous cases
of pronunciation. For example, determining the correct morphological analysis
of the word okuma in Turkish, distinguishes between the possible pronunciations
of this word in the sentences Okuma kitabı belirlendi. ’Reading book has been
determined.’ and Saçma sapan şeyleri okuma. ’Don’t read those silly things.’
In the former, okuma is an infinitive form derived from verb okumak (to read)
and corresponds to phonetic representation /o-ku-”ma/ in SAMPA representa-
tion.1,2 In the latter case the same word functions as an imperative form of the
same verb, and pronunciation is represented with /o-”ku-ma/ where the primary

1 SAMPA(Speech Assessment Methods Pronunciation Alphabet) is an
international machine-readable pronunciation alphabet. For further
information, please refer to www.phon.ucl.ac.uk/home/sampa. See
http://www.phon.ucl.ac.uk/home/sampa/turkish.htm for the set of Turkish
SAMPA phoneme representations. We use the SAMPA notation to represent
pronunciations in the text, where necessary.

2 “Indicates the stressed syllable, and - indicates a syllable boundary.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 636–645, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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stress is on the second syllable. A text-to-speech system would have to take this
into account for proper prosody.

Morphological disambiguation has employed stochastic, knowledge-based,
and hybrid methods ([2,3,4,5,6]). Morphological disambiguation for Turkish has
experimented with various alternatives: Oflazer and Kuruöz [7] have used a
symbolic approach using handcrafted rules. Oflazer and Tür [3] have proposed
a similar scheme with rules learned automatically. Oflazer and Tür also have
used voting constraints [8]. Recently, statistical morphological disambiguation
of Turkish has been studied by Tür et al. [6]. None of these however have been
applied to the problem of disambiguating pronunciation. We should also mention
in passing that full morphological disambiguation is an overkill for disambiguat-
ing pronunciations, since in general words have less pronunciation ambiguity
than morphological ambiguity.

2 Pronunciation Ambiguities in Turkish

Turkish orthography, uses 29 letters to encode its orthography but phonologically
there are 34 phonemes: the 8 vowels /i, y, e, 2, a, o, 1, u/ which correspond to
i, ü, e, ö, a, o, ı, and u in orthography and the 26 consonants: /p, t, tS, k, c, b,
d, dZ, g, gj, f, s, S, v, w, z, Z, m, n, N, l, 5, r, j, h, G/. Orthography uses only
21 letters for consonants: /g/ and its palatal counterpart /gj/ are written as g,
while /k/ and and its palatal counterpart /c/ are written as k, /5/ and its palatal
counterpart /l/ are written as l, /v, w/ are written as v, and /n/ and its nasal
counterpart /N/ are written as n. Palatalized segments (/gj, c, l/) contrast with
their nonpalatalized counterparts only in the vicinity of back vowels (thus sol is
pronounced /so5/ when used to mean ‘left’ vs. /sol/ when used to mean ‘note in
scale’). In the neighborhood of front vowels, palatality is predictable (lig /ligj/
‘league’).3 /G/, written as ǧ, represents the velar fricative or glide corresponding
to the historical voiced velar fricative that was lost in Standard Turkish. When
it is syllable-final, some speakers pronounce it as a glide and others just lengthen
the preceding vowel. We treat it as a consonant for the purposes of this work
and explicitly represent it. This inventory does not include long vowels – such
phonemes are indicated with a vowel length symbol.4

Statistics in Table 1 from Oflazer and Inkelas [1] over a 1 million corpus
indicate that approximately 90% of the words in running Turkish text have
single, 9% have two and only 1% has more than two distinct pronunciations.
Thus, a Turkish TTS synthesizer would have to resolve ambiguities in 10% of
the words in an input text.

3 In conservative spellings of some words, contrastive velar or lateral palatality is in-
dicated with a circumflex on the adjacent vowel, though this convention actually
ambiguous and because circumflexes are also used in some words, equally sporadi-
cally, to indicate vowel length.

4 It is certainly possible to come up with a finer set of phonemes especially for text-
to-speech purposes, so that the effects of palatal consonants, etc., can be distributed
to the neighboring vowels.
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Table 1. Statistics about the pronunciation ambiguity observed in Turkish

Average Morphological Parse-Pronunciation Pairs / Token 1.86
Average Distinct Morphological Parses / Token 1.84
Average Distinct Pronunciations / Token 1.11
Average Distinct Pronunciations (ignoring stress) / Token 1.02

There are three types of pronunciation ambiguities in Turkish arising from (i)
the phonemes used, (ii) the position of the primary stress, and (iii) differences in
vowel length. The numbers in Table 1 indicate that the main source of ambiguity
to be resolved in Turkish pronunciation is the position of the primary stress and
if we ignore the position of the stress only 2% of the tokens has ambiguities such
as differences in vowel length and consonant palatality in the root portions of
the words.

These differences in pronunciations manifest themselves in various combi-
nations, and different techniques have to be applied to resolve the resulting
ambiguities:

1. The root words are homographs but have different parts-of-speech:
ama(/”a-ma/, ama+Conj, ’but’) vs. ama (/a:-”ma:/, ama+Adj, ’blind’). Mor-
phological disambiguation would be able to resolve such ambiguities.

2. The root words are homographs and have the same part-of-speech; and fur-
ther they inflect in exactly the same way: kar (/”kar/ ’snow’) vs. kar (/”car/
’profit’) or yar (/”jar/ ’ravine’) versus yar (/”ja:r/ ’lover’). This is akin to
the disambiguation in English of bass (’fish’) vs. bass (’musical instrument’).
Morphological disambiguation would not be of much use here and one would
have to resort to techniques used in word sense disambiguation.

3. The root words are homographs and have the same part of speech and
pronounced the same, but under certain inflections, the root word with
a certain sense undergoes further changes: For example for the word hal
(/”hal/ ’fruit market’ or ’state’), with the dative case marker suffix we get
hale (/ha-”le/ hal+Noun...+Dat) with the first sense vs. hale (/ha:-”le/
hal+Noun...+Dat with the second sense (and an additional reading hale
(/ha:-”le/ hale+Noun...+Nom ’halo’)). We need to first disambiguate mor-
phology here. If we predict that the word has nominative case, then we know
the pronunciation and we are done. However, if we predict that the word has
dative case, we now have to resort to word sense disambiguation to select the
appropriate pronunciation depending on the sense of the root hal is used.

4. The words are homographs but morphological analysis produces multiple
segmentations giving rise to free and bound morphemes with different se-
mantics, morphosyntactic functions and stress marking properties: Here are
some interesting examples:
– ajanda (/a-”Zan-da/, ajanda+Noun...+Nom, ’agenda’) vs. ajanda (/a-

Zan-”da/, ajan+Noun...+Loc ’on the agent’). Here the first parse has a
root word with exceptional root stress.

– fazla (/faz-”5a/ fazla+Adverb ’much’) vs. fazla (/”faz-5a/ faz+Noun...
+Ins ’with the phase’). Here, the instrumental case marking morpheme
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(-la) is prestressing, but happens to surface as the last two phonemes of
the first root word.

– uyardı (/u-”jar-d1/ uy+Verb...+Aor+Past+A3sg ’s/he/it used to fit’)
vs. uyardı (/u-jar-”d1/ uyar+Verb...+Past+A3sg ’s/he warned’). In the
first interpretation, the morpheme marking past tense is prestressing
when preceded by the aorist aspect morpheme, but not otherwise.

– attı (/”at-t1/ at+Noun...^ DB+Verb+Past+A3sg ’it was a horse’) vs. attı
(/at-”t1/ at+Verb...+Past+A3sg ’he threw’). Similar to above, in the
first interpretation, the morpheme marking past tense is prestressing
when applied to a noun or adjective root (through an implicit verbal
derivation.)

Most such cases can be resolved with morphological disambiguation.
5. Proper nouns especially those denoting place names that are homographs

with common nouns (inflected or otherwise) usually have non-final stress in
the root affecting the stress properties of their inflected versions: e.g., Ordu
(/”or-du/ ’name of a city’) versus Ordu (/or-”du/ ’army’).5 Although it may
be possible to disambiguate whether a noun is a proper noun or not using
orthographical cues such as initial capitalization and/or suffix separation
characters, this may not always be possible and one may have to use again
techniques akin to word sense disambiguation.

6. The problem above is further complicated in cases where a proper noun is
stressed differently when it denotes a place than when it denotes person, e.g.,
Aydın (/”aj-d1n/ ’city’) vs. Aydın (/aj-”d1n/ ’person’). To disambiguate
such cases one would have to resort to named-entity recognition techniques.

Since morphological disambiguation is one of the major pronunciation disam-
biguation tools, in the rest of the paper we present a morphological disambigua-
tion scheme that is based on the concept of distinguishing tags – that subset
of morphological feature tags in a morphological analysis that is sufficient to
uniquely identify that analysis, and apply it to pronunciation disambiguation.
The use of word sense disambiguation and named entity recognition techniques
are outside the scope of this paper.

3 Morphological Disambiguation

Morphological analysis is a prior step to be performed in many natural language
processing applications. A morphological analyzer produces all the possible mor-
phological parses of an input word. An ambiguity arises if more than one analysis
are generated for one word.6 Given a sequence of words, selecting the correct
analysis among alternatives for each is defined as morphological disambiguation.

Let W = w1, w2, . . . , wn be a sequence of n words. The set of morphological
parses of wi will be denoted by Mi = {mi,1, mi,2, . . . mi,ai}, where ai denotes
5 For example, 3. Ordu Futbol Şenliǧi (Third Ordu Soccer Festival) vs. 3. Ordu Futbol

Takımı (Third Army Soccer Team).
6 In a typical running Turkish text, every word has on the average close to 2 morpho-

logical interpretations but about 60% actually have a single interpretation.
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Table 2. Possible morphological parses and pronunciations of the word karın

Morphological Analysis Pronunciation English Translation
kar+Noun+A3sg+P2sg+Nom (m1) /ca:-”r1n/ (s1) your profit

/ka-”r1n/ (s2) your snow
kar+Noun+A3sg+Pnon+Gen (m2) /ca:-”r1n/ (s1) of the profit

/ka-”r1n/ (s2) of the snow
kar+Verb+Pos+Imp+A2sg (m3) /”ka-r1n/ (s3) mix it
karı+Noun+A3sg+P2sg+Nom (m4) /ka-”r1n/ (s2) your wife
karın+Noun+A3sg+Pnon+Nom (m5) /ka-”r1n/ (s2) belly

number of distinct parses for wi. Morphological disambiguation aims to select the
correct mi,j for each wi in the given context. Associated with each morphologi-
cal analysis mj , are one or more possible pronunciations of the word, sk

7 under
that morphological interpretation. For example, Table 2, shows all morpholog-
ical parses of word karın in Turkish with the corresponding pronunciations in
SAMPA format, and the English gloss. There are five distinct morphological
analyses but only three different pronunciations. Pronunciations 1 and 2 are as-
sociated with morphological parses 1 and 2, since the sense of the word is not in
the morphological analysis. If the morphological disambiguation process for an
occurrence of the word karın in a context results in m3, the pronunciation would
be s3. Otherwise, if m4 or m5 is selected, then the reading is s2. On the other
hand, word sense disambiguation would be required to select the pronunciation
in the cases of m1 or m2.

3.1 Modeling with Distinguishing Tags

Turkish is an agglutinative language with a highly productive inflectional and
derivational morphology. Morphosyntactic analyses of words in the language
require large number of tags to indicate all the morphosyntactic and morphose-
mantic tags encoded in a word. Statistical disambiguation methods that rely
on n-gram statistics of all the tags suffer from data sparseness problem, since
the tags set is very large. Tür et al. [6] have split up the morphological analy-
ses across any derivational boundaries into inflectional groups (IGs) to partially
overcome the problem and proposed to model each morphological parse via these
IGs, each of which is actually a shorter sequence of feature tags.

This work proposes to use distinguishing tag sets of the final IG and major
POS of the first IG. The distinguishing tag sets (DTS) of a morphological parse
are defined as follows: Given a morphological analysis, let α represent the set of
all subsets of the features used in its final IG. The distinguishing tag sets of the
analysis are the elements from α with the smallest size, such that if we determine
that the correct analysis has those features, then we can uniquely identify the
complete parse.
7 We will avoid using multiples indices to denote morphological parses pronunciations

and just refer to them with mj and sk respectively when the word index is obvious
from the context.
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For example, the word çalışmaları has the following parses:

1. çalış+Verb+Pos^DB+Noun+Inf2+A3pl+P3sg+Nom
2. çalış+Verb+Pos^DB+Noun+Inf2+A3pl+Pnon+Acc
3. çalış+Verb+Pos^DB+Noun+Inf2+A3pl+P3pl+Nom
4. çalış+Verb+Pos^DB+Noun+Inf2+A3sg+P3pl+Nom

The ^DB symbols mark the derivation boundaries. Every morphological parse of
the word is split up into inflectional groups (IG) across any derivation bound-
aries. Note that, if no derivation boundaries exist in an analysis, then its first
and final IG is the same. The second column of below shows the distinguishing
tag sets for each analysis of the word barışmış.

Parse Possible Sets of Distinguishing Tags Major POS of first IG
1 { +P3sg } +Verb
2 { +Pnon } , { +Acc } +Verb
3 { +A3pl,+P3pl } +Verb
4 { +A3sg } +Verb

So if we determine during disambiguation that the correct parse is {+P3sg} , then
that is sufficient to deduce that the correct analysis is the first one. Similarly
{+A3pl,+P3pl} and {+A3sg} imply the third and fourth parses. There are two
distinct DTS for the second morphological analysis and either {+Pnon} or {+Acc}
identifies it.

We model each mi,j by the DTS and the major part-of-speech tag8 of the first
IG. Note that, a morphological analysis may have more than one DTS, but only
one root major POS. Following the notation used in statement of the problem, for
each mi,j , let Oi,j be the major POS tag of the first IG and DTSl

i,j be one of its
DTS. The set Ri,j = {(Oi,j , DTS1

i,j), (Oi,j , DTS2
i,j), . . . , (Oi,j , DTSq

i,j)} contains
all distinct representations of mi,j , assuming there are q different DTS identifying
the analysis. For the example word wi çalışmaları; Ri,1= {(Verb, P3sg)}, Ri,2=
{(Verb, Pnon), (Verb, Acc)}, Ri,3= {(Verb, (A3pl,P3pl))}, and Ri,4= {(Verb,
A3sg)}. Remembering that ai was the number of distinct analyses of word wi,
Ri = Ri,1 ∪ Ri,1 ∪ . . . ∪ Ri,ai contains all representations of all morphological
parses for wi, where each element (Oi,j , DTS1

i,j) of the set uniquely selects an
analysis.

Finally, let us define ti as the element selected from Ri by the morphological
disambiguator. The ti ∈ Ri determines the morphological parse. If ti ∈ Ri,1 then
mi,1 is selected; if ti ∈ Ri,2 then mi,2 is selected. Similarly, mi,3 and mi,4 are
selected if ti ∈ Ri,3 and ti ∈ Ri,4 respectively.

8 This study is performed on the outputs of the Turkish morphological analyzer [9],
which assigns following tags as major POS to every IG: +Noun, +Adj (adjective),
+Adverb, +Verb, +Det (determiner), +Conj (conjunction), +Pron (pronoun), +Dup
(duplication), +Interj (interjection), +Ques (question), +Postp (postposition), +Num
(number), +Punc (punctuation), +BSTag (beginning of sentence), +ESTag (end of sen-
tence).



642 M.O. Külekci and K. Oflazer

The disambiguation of a given sequence of words begins with the identi-
fication of Oi,j and DTSl

i,j for all possible values of i,j, and l in the word se-
quence. A Hidden Markov Model is then constructed to compute for the sequence
T = t1, t2 · · · ti · · · tn, where each ti denotes a root POS and DTS combination
referring to a unique morphological analysis mi,j . The sequence T is computed
in the usual way using Equation (1) by maximizing the probability P (T | W ):

argmax
T

P (T | W ) = argmax
T

P (T ) × P (W | T )
P (W )

= argmax
T

P (T )×P (W | T ) (1)

since P (W ) is constant for every selection of T .
Turkish does not have morphological generation ambiguity9 so that the word

formed by the given set of tags is unique. This implies P (W | T ) = 1 all the
time, and hence the equation simplifies to:

argmax
T

P (T | W ) = argmax
T

P (T ) (2)

The trigram approximation for P(T)

P (T ) =
n∏

i=1

P (ti | ti−1, ti−2) (3)

can now be written as

P (T ) =
n∏

i=1

P ( (Oi,x, DTSli
i,x) | (Oi−1,y, DTS

li−1
i−1,y), (Oi−2,z , DTS

li−2
i−2,z) ) (4)

where ti ∈ Ri, ti−1 ∈ Ri−1, and ti−2 ∈ Ri−2; and x, y, z range over the respective
number of ambiguous parses – 1 ≤ x ≤ ai, 1 ≤ y ≤ ai−1, 1 ≤ z ≤ ai−2.

The Viterbi algorithm can now be used on the expanded trigram model to
find the highest scoring path, which makes up the sequence T . As an example,
Figure 1 illustrates the distinguishing tag modeling used in the morphological
disambiguation of the utterance "Sadece doktora çalışmaları tartışıldı."
(Only the Ph.D. studies were discussed.). The morphological parses of the words
along with their (Oi,j ,DTSl

i,j) pairs are as:

1. sadece+Adverb : t1,1=(Adverb,Adverb)
sadece+Adj^DB+Adj+Asif : t1,2=(Adj,Adj)10

2. doktor+Noun+A3sg+Pnon+Dat : t2,1=(Noun,Dat)
doktora+Noun+A3sg+Pnon+Nom : t2,2=(Noun,Nom)

3. çalışmaları : t3,1, t3,2, t3,3, t3,4, and t3,5 were given in the previous example.
4. tartış+Verb^DB+Verb+Pass+Pos+Past+A3sg : t4,1=(Verb,Verb),

t4,2=(Verb,Pass), t4,3=(Verb,Pos), t4,4=(Verb,Past), t4,5=(Verb,A3sg)

9 Refer to Tür et al. [6] for a few rarely seen words that have this ambiguity.
10 +Asif is a semantic marker and thus not included in the DTS generation.
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(Verb,Pnon)

(Verb,P3sg)

(Verb,Acc)

(Verb,(A3pl,P3pl))

(Verb,A3sg)

(Adverb,Adverb)

(Adj,Adj)

(Verb,Verb)

(Verb,Pass)

(Verb,Pos)

(Verb,Past)

(Verb,A3sg)

(Noun,Dat)

(Noun,Nom)

Fig. 1. Sample sentence modeled with distinguishing tags

It should be noted that we can also use a formulation using argmin instead of
argmax to find the worst scoring parses and remove them to reduce morphological
ambiguity. This may also be meaningful in pronunciation disambiguation that
does not need full-fledged morphological disambiguation.

4 Implementation and Results

We have used the same 1 million-word corpus used by Tür et al. [6]. The mor-
phological analysis of each word was generated by the Turkish morphological
analyzer [9]. The current analyzer produces 116 feature tags of which 28 are
used to label the semantic features. Throughout the study those semantic tags
were discarded and our model considered only the inflectional tags while com-
puting the DTS. If two or more parses of a word differ only in semantic tags,
then they are assumed to be the same analysis.

Before any disambiguation, the precision was 55.9% and the morphological
ambiguity was 1.8 parses per word. A preprocessing step which does not reduce
the recall, was run on the test set before the actual disambiguator is run. The
preprocessor performs some rule-based reductions to eliminate analyses that can
only be seen in very restricted domains or are very infrequent or obsolete root
words. At this stage the morphological ambiguity becomes 1.45 while precision
rises to 68%.

The morphological parses selected by the disambiguator by Tür et al. ([6])
were used to train the statistical model using of the CMU-Cambridge statistical
language modeling toolkit[10]. The corpus was split into 10 approximately equal
pieces and a 10-fold cross validation scheme was used. In each of the tests, 9
of the segments were used as the training set from which the trigram statistics
were trained, and one segment was used as the test set.

No disambiguation was performed on the ambiguous proper names because
selecting their correct pronunciations require special processing beyond the mor-
phosyntactic analysis as described in Section 2. They were left with all their
morphosyntactic parses and corresponding pronunciations. Although this low-
ers precision a little bit, it lets further named entity recognition tasks to be
performed on the corpus without loss of recall.

As described earlier, there are two choices for the disambiguation process.
The first is to run the model with argmax and select the best scoring tag sequence
and the second is to run with argmin to select the worst scoring tag sequence
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Table 3. Morphological and pronunciations disambiguation performance with select-
best and throw-worst approaches. P,R, and A represent precision, recall and ambiguity
respectively.

SELECT-BEST THROW-WORST
Fold Morp. Dis. Pron. Dis. Morp. Dis. Pron. Dis.
ID % of P % of R A % of P % of R A % of P % of R A % of P % of R A
1 84.97 92.80 1.09 98.28 99.13 1.01 80.88 96.05 1.18 98.06 99.58 1.01
2 84.20 92.30 1.09 98.29 99.10 1.01 80.06 95.86 1.20 97.96 99.53 1.02
3 84.26 92.81 1.10 98.23 99.17 1.01 80.36 95.95 1.19 97.96 99.55 1.02
4 84.95 92.93 1.09 98.28 99.09 1.01 80.88 95.89 1.18 98.02 99.55 1.01
5 84.24 92.87 1.10 98.04 99.16 1.01 80.37 96.05 1.19 97.72 99.54 1.01
6 84.66 92.90 1.09 98.11 99.10 1.01 80.74 96.02 1.19 97.75 99.49 1.02
7 83.91 92.97 1.11 98.13 99.25 1.01 80.13 95.97 1.20 97.84 99.60 1.02
8 84.21 92.99 1.10 98.12 99.22 1.01 80.40 96.02 1.19 98.70 99.58 1.02
9 84.15 93.04 1.10 97.90 99.11 1.01 80.60 96.10 1.19 97.64 99.57 1.02
10 82.60 90.80 1.09 98.11 99.01 1.01 77.97 92.99 1.19 97.81 99.45 1.02

AVG 84.22 92.64 1.10 98.15 99.13 1.01 80.24 95.69 1.19 97.95 99.54 1.02

and discard the parses on that sequence away (unless the only parse for a word).
The results of each experiment are summarized in Table 3 that lists both the
morphological disambiguation and pronunciation disambiguation results.11 The
evaluations are done by precision, recall and ambiguity metrics.

5 Conclusions

We presented our results for pronunciation disambiguation in Turkish using only
restricted morphological disambiguation. The morphosyntactic disambiguator
was based on distinguishing tag sets which was formulated as a solution to the
data sparseness problem. The number of distinct distinguishing tag sets used
in the study is 374. Note that Tür et al. [6] reported 2194 distinct inflectional
groups on the same corpus. Using a 10-fold validation experiment we found that
with the throw-worst approach (using argmin), our approach disambiguates the
pronunciations with 99.54% recall and 97.95% precision. Although this approach
does not fully disambiguate the morphological ambiguities, it performs well on
the disambiguation of pronunciations. The more aggressive select-best approach
(using argmax ) gives better precision values, but the recall gets lower. The re-
maining pronunciation ambiguities need additional techniques such as named
entity recognition and word sense disambiguation.

11 In Table 3, note that A is a little bit higher than its expected exact value of 1 in
select-best strategy. The reason is that although the analyses of a word that differ
only in their semantic tags are considered to be the same for disambiguation purposes
as mentioned in Section 4, they are counted separately while extracting the statistics.
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Abstract. This paper introduces a new ultrasound technique called
acoustic flow which is the flow of the echoed acoustic signal amplitudes
in time. Acoustic flow can be used for a wide variety of medical tasks
that require analysis of structures in motion. Since it is designed specifi-
cally for ultrasound, we expect acoustic flow to be robust and efficient for
the analysis of ultrasound image sequences. Estimation of the acoustic
flow is performed by a novel method which is based on the optimiza-
tion of a deformable mesh energy. This estimation method can impose
both spatial and temporal smoothness on the extracted flow vectors. It is
also efficient, intuitive, and fully automatic. We applied acoustic flow to
echocardiographic image sequences. We used the variance of the acoustic
flow vectors to visually validate our results. The extracted flow vectors
were also used to estimate the distance of the heart center from the ul-
trasound transducer, which showed the effectiveness of the technique.
Other application areas of acoustic flow are also proposed.

1 Introduction

Ultrasound technology provides a number of unique medical investigation and
imaging techniques that are either impossible or impractical with other tech-
nologies such as MRI or X Rays. Ultrasound can visualize the moving structures
inside a patient’s body in real-time, which helps obtaining crucial information
about the dynamics of the structure. In addition, ultrasound images are pro-
duced by significantly smaller and less expensive equipment compared to other
modalities. It is also painless, harmless and non-invasive. As a result, ultrasound
has become a valuable medical imaging technique and it is widely employed in
many different medical areas.

Popularity and significance of ultrasound makes the computerized processing
of ultrasound images a very desirable task. However, this task faces challenging
problems such as high levels of corrupting noise, acoustic shadowing, and mirror
artifacts [1]. Most of the above problems are unique to ultrasound because ultra-
sound images are formed very differently from the traditional images. For this

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 646–655, 2005.
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reason, we argue that systems based on traditional computer vision techniques
to analyze ultrasound images will not be robust. In order to be able to address
ultrasound-specific-problems and to take advantage of the modality, we need to
develop techniques specific to ultrasound imaging.

One such technique is by Herlin and Ayache [2], who developed a spatial
smoothing method for ultrasound images. Spatial smoothing is a common tech-
nique to deal with image noise. However, a direct application of a classical
smoothing filter to ultrasound images represented in cartesian coordinates does
not account for the varying density of the image data. To avoid the varying
data density problem, Herlin and Ayache [2] construct the rectangular ultra-
sound images after the application of desired level of smoothing to the po-
lar data. This kind of ultrasound-specific approach produced better tracking
results.

The above method utilizes the knowledge of how the ultrasound images are
produced to address known problems or to develop new techniques specific for
ultrasound. Following this research trend, in this paper, we introduce a new
ultrasound technique called acoustic flow that can be used for a wide variety of
medical tasks that require analysis of structures in motion.

Ultrasound images are formed by propagating an acoustic wave from a trans-
ducer through the patients body and measuring the time-of-return and ampli-
tude of the signals echoed off the tissue interfaces. The process is repeated about
25 to 30 times a second, producing a real-time image sequence for the moving
structure. We define acoustic flow as the flow field of echoed acoustic signal am-
plitudes in time. In other words, given an echo signal amplitude for time frame
f for a local image area, we try to find the most similar echo signal amplitude
caused by the same transducer at time frame f +1. Since similar echo amplitudes
are likely to be caused by the same tissue interfaces, to some degree, we expect
the flow vectors to mimic the motion of the structure. In section 3, we provide
a more precise definition for acoustic flow.

Once it is estimated, acoustic flow can be used to extract crucial information
about the structure in motion. In order to show an example application, in
section 6, we apply our technique to echocardiology where the extracted acoustic
flow field is used to obtain depth of the heart center using the short axis view
image sequences.

2 An Introduction to Ultrasound Visualization

In this section we will describe how different types of ultrasound images are
produced. We will also introduce our formulations for each visualization type,
which will later be used for the formal definition of acoustic flow.

As mentioned in the previous section, ultrasound images are formed by prop-
agating an ultrasound wave through the patients body (Figure 1(a) shows a
transducer pointing through the patient’s liver.) The ultrasound images are then
compiled from the echoes returned off the tissue-tissue, tissue-bone, and tissue-
air interfaces [1]. There are different ways of visualizing the compiled data.
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Corr(f, i, j, v) =

i+w/2∑
k=i−w/2

j+w/2∑
l=j−w/2

(Bf (k, l) − M1)(Bf+1(k, l + v) − M2)

⎡
⎣ i+w/2∑

k=i−w/2

(Bf (k, l) − M1)2

⎤
⎦
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Fig. 1. (a) An ultrasound transducer pointing through the liver. (b) A-Mode display.
(c) B-Mode Display: larger spots represent higher brightness (d) An array of transduc-
ers pointing through the liver. (e) 2D B-Mode display.

In time-amplified or A-mode visualization (Figure 1(b)), the data is displayed
as a graph of time of return versus amplitude of the returned signal. For a
transducer i emitting an ultrasound wave at time step f , we define a discrete
amplitude function Af (i, j) as the amplitude of the returned signal sensed at j
units of time after the time step f . Note that j is directly proportional to the
distance between the transducer and the structure causing the echo. Therefore,
we will use the term depth to refer to this index. We will assume that L is the
maximum value for depth. For simplicity, the minimum value of depth can be 1.

In brightness or B-Mode display (Figure 1(c)), the amplitude of A-mode
display is visualized as brightness on a line called a B-Mode line which is actually
a 1D image. Similar to the function Af (i, j), we define a discrete brightness
function Bf (i, j) as the brightness amount proportional to the value of Af (i, j).
In other words, the higher the value of Af (i, j) and Bf (i, j), the brighter the
corresponding position on a B-Mode line. In this paper, we will use the terms
image intensity and echo signal amplitude interchangeably because Af (i, j) and
Bf (i, j) are actually linearly dependent.
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If a one dimensional array of transducers, i = 1..N , are employed in a fan-like
configuration, the resulting B-Mode lines can be displayed to form a 2D fan-like
image, which is called a 2D B-Mode view(Figure 1(d-e)). In other words, if
given N B-Mode lines produced by a fan-like-configured N transducers are used
to form a polar image Pf , where Pf (i, j) is Bf (i, j), the 2D B-Mode view for
time frame f is obtained by converting Pf to rectangular coordinates.

2D B-Mode views are very useful in observing the motion of the organs
in real time, which is an important feature especially for cardiology and fetal
measurements. We will use polar representations of 2D B-Mode views to estimate
the acoustic flow for given ultrasound image sequences.

3 Formal Definition of Acoustic Flow

At the end of acoustic flow estimation process, each pixel on an ultrasound image
will be assigned a flow vector. Formally, given the position of Bf (i, j) on a B-
Mode line produced by transducer i at time frame f , the flow vector for Bf (i, j)
will point to the image location of Bf+1(i, j + v) at time frame f + 1, where
|v| is the magnitude of the flow velocity per time frame. Since we are searching
for the flow on images produced by the same transducer i, the flow vectors will
be one dimensional. The vector valued acoustic flow function AF will assign
flow vectors to given image positions. For example, if the flow vector for Bf (i, j)
points to the image location of Bf+1(i, j+v), then AF (f, i, j) = v. Since vectors
of AF are one-dimensional, we will treat them as scalar numbers.

In order to have similar image intensities or echo amplitudes at Bf (i, j)
and Bf+1(i, j + v) on a 2D B-Mode image, the image regions around Bf (i, j)
and Bf+1(i, j + v) are also expected to be similar. We can test the similarity
between image regions by running a cross-correlation operation. Given two w
by w image regions centered around positions of Bf (i, j) and Bf+1(i, j + v), the
similarity between these areas can be calculated using the Equation (1), where
M1 and M2 are the intensity averages of the regions centered around Bf (i, j)
and Bf+1(i, j + v), respectively. Equation (1) will produce values closer to 1 if
the image regions are similar and it will produce values closer to 0 if the image
regions do not match.

In order to estimate the acoustic flow robustly, we also use a global smooth-
ness constraint. In other words, we force the values of AF (f, i, j) to change
smoothly and gradually if we change any of the three indices. The way we im-
pose the global smoothness is specifically developed for acoustic flow and it is
fundamentally different from the techniques of optic flow as explained in the
next section.

4 Estimation of Acoustic Flow

We use a deformable mesh approach to estimate the flow vectors of the function
AF . Given the B-Mode lines Bf (i, j) of a sequence of 2D B-Mode ultrasound
images, for each time frame f , we form a deformable mesh Mf , which is a set
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of horizontally and vertically connected points in a mesh form with N columns
and L rows in 3D space.

Mf =

⎡
⎢⎢⎢⎣

mf
11 mf

12 . . . mf
1N

mf
21 mf

22 . . . mf
2N

...
...

...
...

mf
L1 mf

L2 . . . mf
LN

⎤
⎥⎥⎥⎦

where mf
ij represents the element at the ith column and jth row. The columns

of Mf will correspond to transducers or the index i of Bf (i, j) and the rows will
correspond to depth or the index j of Bf (i, j).

For each time frame, we also form a 3D volume filled with correlation values.

Vf (i, j, v) = Corr(f, i, j, v). (2)

Given a set of ultrasound images for time frames f = 1..F , the values of AF
are assigned by letting the meshes Mf deform in volumes Vf . During the mesh
deformations, the mesh elements can move only in the v dimension of the volume
Vf (i, j, v). At the end of the mesh deformations, the v position of the mf

ij will
show the acoustic flow vector for the image position of Bf (i, j). Figure 2 shows
the initial position of Mf inside volume Vf . Note that for the initial position of
Mf , the v position of mf

ij is 0 for all i and j.
Each mesh Mf is associated with a mesh energy functional and the defor-

mation of the meshes are actually the minimization of the mesh energies. The
energy associated with a deformable mesh is written as

EMesh(Mf ) =
N∑

i=1

L∑
j=1

αESmo(mf
ij) + βETime(mf

ij) + γEExt(mf
ij) (3)

where α, β, and γ are the weighting parameters. For the experiments, we fixed
these parameters as α = 0.25, β = 0.25, and γ = 0.5.
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Fig. 2. Initial position of Mf inside volume Vf
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The smoothness term ESmo(mij) is responsible for the spatial smoothness
of the mesh Mf . It is based on the summation of 3D dot vector products in
both horizontal and vertical mesh directions and it is proportional to the angles
between these 3D vectors in 3D space Vf . Formally,

ESmo(mf
ij) =

⎛
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mf
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f
ij .
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ijm
f
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The time term ETime(m
f
ij) is responsible for making the meshes of the adja-

cent time frames change smoothly. In other words, it imposes temporal smooth-
ness on the estimated flow vectors. It is measured by

ETime(mf
ij) =

⎛
⎜⎝1 −

−→
mf−1

ij mf
ij .

−→
mf

ijm
f+1
ij

−→
|mf−1

ij mf
ij |

−→
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f+1
ij |

⎞
⎟⎠ .

The external energy is the only mechanism that links the deformation of the
meshes to the ultrasound images. Given the position of mf

ij in 3D space Vf , if
we represent the v position of mf

ij by vOf(mf
ij), a smaller value of EExt(m

f
ij)

indicates that vOf(mf
ij) is likely to be the acoustic flow vector for the image

position Bf (i, j).
EExt(m

f
ij) = 1 − Vf (i, j,vOf(mij)). (4)

The Equation (4) resembles the original snake energy formulation by Kass et
al. [3]. The terms ESmo and ETime can be compared to the internal energy of a
snake. Unlike snakes, we do not measure continuity of the deformable structure
because it is satisfied by the definition of the mesh.

5 Minimization of the Mesh Energy

Given a set of ultrasound images for time frames f = 1..F , acoustic flow vectors
are estimated by minimizing the total energy of a set of deformable meshes.

The technique we use for minimization is based on steepest-gradient-descent
search. Since the mesh elements of Mf can move only along the v dimension,
the gradient values along the i and j dimensions of the 3D space Vf vanish.
Therefore, the gradient direction for the minimization search affects only the
v positions of each mf

ij , which is represented by vOf (mf
ij). Intuitively, a one-

dimensional direction vector is assigned for each mesh element. The vectors can
be towards the positive or negative v directions or they can be 0.

We execute the following steps to minimize the total energy and get the
values of the function AF .

1. Given a set of 2D B-Mode ultrasound images for time frames f = 1..F ,
obtain the B-Mode lines, form corresponding volumes Vf using Equation (2),
construct corresponding deformable meshes Mf , and initialize the meshes
Mf in volumes Vf as described in section 4.
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2. Calculate the search direction D.
3. Move the mesh elements mf

ij along the direction assigned by D until ETotal

does not decrease.
4. If the position of the mesh elements are the same as in step 2, then go to

next step. Otherwise, go to step 2.
5. The meshes are stabilized. Now, we can assign the values of AF by

AF (f, i, j) = vOf(mf
ij)

For the initial iteration of the above steps, we use a higher γ value for the
Equation (4) to push the meshes towards the high correlation areas. Later, we
decrease γ to obtain smooth flow vectors.

Our method of minimizing the total energy resembles our previous work [4],
which uses a dual-mesh approach to recover and track 3D surfaces from stereo
data.

6 Application to Echocardiography

Ultrasound plays a major role in diagnostic cardiology. One of the main uses
of ultrasound for cardiology is to produce real-time 2D B-Mode images of left-
ventricle(LV) during the cardiac cycle. These image sequences can be used to
obtain crucial information about various cardiac functions such as ejection frac-
tion and regional wall thickening [5]. [6] decribes a recent method for this task.

We applied acoustic flow to short axis echocardiographic image sequences.
Figure 3 shows a short axis echocardiogram with acoustic flow vectors superim-
posed. The flow vectors are magnified for visibility and only non-zero vectors are
shown. At this cardiac cycle instant, the heart is deforming from diastole, where
it is at the largest volume, to systole, where it is at the smallest volume. In other
words, the heart is contracting to decrease its size. For the upper parts of the
echocardiogram, the flow vectors are pointing mostly downwards, and for the
lower part, the vectors are pointing upwards. This is exactly what is expected
during heart contractions.

In order to validate our results, we calculated the variance of the acoustic flow
vectors for each time frame. The flow vector variance will be small for structures
under translation or no motion. It will be high if the structure is in a non-
rigid motion. Figure 4-a shows the variance of each time frame versus the frame
number. As expected, at systole (frame 14) and diastole (frame 37), the variance
is small because heart deformation is relatively small at these cardiac cycle
instants. The deformations are high immediately before and after the systole,
which is typical for a normal heart cycle.

Acoustic flow can be used to measure the distance between LV center and the
transducer for image frames with a flow variance above some threshold. Such an
estimation is valuable for systems that need the LV center to detect the cardiac
borders such as Hunter et al. [7].

We observe from the flow fields of the high variance frames that the flow
vectors are mostly towards the depth (or j position) of the LV center for a
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Fig. 3. Acoustic flow vectors for an image frame while the heart is deforming from
diastole to systole
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contracting heart. The directions are reversed for an expanding heart. We can
estimate the depth of LV center by detecting the average depth position where
the flow vectors change their signs. If we assume that there is no global transla-
tion of the heart, this depth position will give us the approximate depth position
of the LV center.
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Fig. 5. Radial curve showing the estimated depth of the LV center. The marks represent
the expert detected LV centers.

In order to detect this depth position, we project the 3D positions (i, j, v) of
each mesh element mf

ij to the j−v plane by ignoring the i positions. This will
produce LN number of 2D points. Using least squares estimation, for each time
frame, we then fit a third order polynomial to these points, which has the second
order derivative

v′′ = 6aj + 2b. (5)

Zero-crossing of Equation (5) is the point where the third order polynomial
changes from concave to convex or vice versa. Figure 4-b shows the corresponding
second order derivatives and their zero-crossings. Figure 5 shows a frame with
the radial curve showing the estimated depth of the LV center based on the
zero-crossing of Figure 4-b.

In order to compare our center detection results with the expert results, we
calculated the center of gravity of the LV wall contours detected manually by
three different cardiologists. The resulting heart-wall-contour gravity centers are
placed as different colored cross marks in the figure. As seen in the figure, our
depth curve closely estimates the expert detected positions.

We applied the above two techniques to several different echocardiographic
sequences. The system is efficient and the results are all encouraging.

7 Conclusions

We presented a novel ultrasound specific technique called acoustic flow, which
is the flow of the echoed acoustic signal amplitudes in time. It can be used
for a wide variety of medical applications that require analysis of structures in
motion. It closely parallels the image formation process of ultrasound and it is
fully automatic.

The experiments performed on echocardiographic image sequences showed
the effectiveness of acoustic flow in producing useful information about the dy-
namics of the moving structures. We successfully used acoustic flow to detect
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the distance between the LV center and the transducer. A comparison with the
expert detected centers validated the accuracy of the technique.

The main power of acoustic flow is due to the fact that it is specifically
designed for the analysis of ultrasound image sequences. It takes advantage of
the knowledge of how ultrasound images are produced and hence incorporates
more information about the images. The newly introduced estimation technique
for acoustic flow is also specifically designed for this task.
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Abstract. Turkish Recognition ENgine (TREN) is a modular, Hid-
den Markov Model based (HMM-based), speaker independent and Dis-
tributed Component Object Model based (DCOM-based) speech recog-
nition system. TREN contains specialized modules that allow a fully
interoperable platform including a Turkish speech recognizer, a feature
extractor, an end-point detector and a performance monitoring module.
TREN deals with the interaction between two layers constituting the dis-
tributed architecture of TREN. The first layer is the central server, which
applies some speech signal preprocessing and distributes the recognition
calls to the appropriate remote servers according to their current CPU
load of the recognition process. The second layer is composed of the re-
mote servers performing the critical recognition task. In order to increase
the recognition performance, a Turkish telephony speech database with
a very large word corpus is collected and statistically the widest span
of triphones representing Turkish is examined. TREN has been used to
assist speech technologies which require a modular and multithreaded
recognizer with dynamic load sharing facilities.

1 Introduction

Since speech processing technologies have a wide variety of application areas
among Turkic language speaking countries with a total population of more than
200 million people, developing a robust recognition engine for Turkish language,
accepted as the language of the silk road, is a promising field in the next gen-
eration information systems. When developing a speech recognition engine for
Turkish, the recognition system must be adapted by means of vocabulary, acous-
tic parameters, language models and the dialog structure of Turkish.

With the rapid growth of distributed systems and speech technologies, dis-
tributed speech recognition (DSR) applications have become very attractive.
In particular, the increasing use of component objects in speech processing
makes DSR compatible to Personal Computers (PCs), Personal Digital Assis-
tants (PDAs), wired and wireless network architectures or even World Wide Web
(WWW) applications [1,2].

In the past decade, organizations have been moving from mainframe-based
systems toward open and distributed computing environments where multiple
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computers are networked together and allowed to share data and processing
responsibilities. Recently, component-based software engineering has been very
popular for the large-scale speech processing system development. Distributed
Component Object Model (DCOM), which is one of the industrial criteria for
component-based software development, is accepted as a robust software archi-
tecture that allows applications to be built from binary software components
[3]. DCOM offers many advantages, including location transparency to users,
scalability, fault tolerance, load balancing, programming language independency
and object orientation. Object orientation makes it easier to maintain software
modules and re-use existing software objects. Thus, DCOM interoperability ar-
chitecture is rapidly utilized in designing software systems for speech recogni-
tion systems. Remote communication established through DCOM makes the
design and implementation of a DSR easy [3]. Generally there are three al-
ternative strategies in the design of DSR architectures: server-only, client-only
and client-server processing. In server-only processing, all speech processing are
implemented at the server side. Most of the telephony speech applications or
web-based speech recognition tools are good examples for server-only systems.
In client-only strategy, most of the speech processing is utilized at the client side
and the results are transmitted sequentially to the server. Since this approach
requires powerful machines at the client side, it is not a practical solution for
DSR systems. Finally, the client-server mechanism concentrates on simple and
low power client devices which quantize and packetize the speech data (usually
in the form of speech feature vectors) and transmit it over the communication
channel to a remote speech recognition server [4,5].

One of the oldest DSR systems with client-server architecture is presented in
[6] which combines three different speech recognition systems working in parallel.
The system consists of one computer serving as the experimenter’s station and
a master of three slave computers hosting to three different speech recognition
systems. Networked computers are connected with RS-232 serial communica-
tion links. The master is responsible for presenting words to be recognized and
transmitting the recognition results along an algorithm based on “Enhanced
Majority Rules”. The overall results have shown that the distributed system
performs better than the individual recognition systems.

Another good example for client-server processing is reported in [7] which
examines alternative architectures for a client-server model of speech-enabled
applications over the WWW. In this study, a server-only processing model is
compared to a client-server model where the recognition front end runs locally
at the client side and encodes the speech signal and transmits the cepstral co-
efficients to the recognition server over the Internet. Carrying speech features
instead of pure voice, makes the system more efficient.

In [8], a hybrid approach is implemented for DSRs which is based on ability to
choose arbitrary feature vectors without changing the amount of data sent to the
recognition engine. The hybrid recognizer can include context in the recognition
process, it is trained in a discriminative way and the client side can be adapted
to specific conditions without changing the server side. Results have shown that
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the recognizer performs better than the traditional DSR systems under different
noise conditions and the performance can be adjusted if the different features
are combined.

A recent project, named Project54, integrates electronic devices in police
cruisers into a single system [9]. Project54 is a modular, component-based and
practical speech processing system with which officers interact through a voice
interface. The system is designed by considering the in-car conditions (such
as noise, reverberation, microphone direction, etc.). Project54 is COM-based
and includes specialized speech recognition and text-to-speech (TTS) modules.
The communication between the modules is implemented by one-to-one text
messages.

Due to the emphasized advantages of distributed component objects, a mul-
tithreaded speech recognition engine for Turkish with client-server processing,
namely Turkish Recognition ENgine (TREN), is proposed as an efficient solu-
tion, especially for telephony speech applications. TREN could also be adapted
to a wide range of speech technologies including DSR, Voice-to-Voice (VTV)
applications, Interactive Voice Response (IVR) systems, speech translators, etc.
The database used to train TREN, a Turkish Telephony speech database - TUR-
TEL (TURkish TELephony), which is a collection of spoken word sets and the
most widely used triphones are examined in this set, to obtain better recognition
results, as well as better utilization scores.

The organization of the paper is as follows: Section 2 discusses DCOM-based,
modular and layered structure of TREN. Details of the modular software archi-
tecture and algorithms are given in Section 3. Information about TURTEL,
recognition and load sharing performance of TREN are examined by giving de-
tailed results in the experimental framework presented in Section 4. Finally,
Section 5 concludes the paper.

2 TREN Modular Structure

For the complex speech processing systems, a layered architecture, which is a
natural outgrowth of the client-server model, could be an effective solution con-
cerning the problems, such as lack of scalability and portability. Compared with
the traditional client-server model, layered architecture of TREN offers a natural
way to separate user interface from the background of the hard work performed
by the recognizer. TREN is composed of two layers: Central Server (CS) con-
stitutes the first layer of the system, which is subjected to apply some speech
processing routines (feature extraction and end-point detection) to the audio
files collected as an input from third party applications or environments. CS is
also responsible for the authorization of a Remote Server (RS) with the least
CPU load of the recognition process (LPCPU ) as compared to the other RSs,
all of which constitute the second layer of TREN. Once this authorization is
accomplished the selected RS will become ready to serve as a recognizer. This
two-layered architecture allows RSs work in a parallel and distributed manner.
Note that this architecture also gives a flexibility to install or uninstall any num-
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ber of machines according to the application requirements. TREN supports up
to 64 simultaneous recognitions, resembling a 64-channel system.

2.1 Modules of TREN

To implement TREN, the facilities of DCOM are heavily considered and an
interface-based software architecture is developed. If TREN is examined in a
procedural point of view it could be separated into two folds: tasks running on
the CS and on one of the RSs.

TREN is composed of 3 service-type modules waiting to be invoked by Ob-
ject Remote Procedure Calls (ORPCs). These awaiting services are the core of
CS and RSs, Dynamic Load Monitoring Service (DLMS), which blinks by re-
porting LPCPU values on each RS, simultaneously. Additionally there exists 3
non-service-type modules: Feature Extraction Module (FEM), End-Point De-
tection Module (EPDM) and Recognition Engine (TRENCore) (See Fig. 1).
As presented in Fig 2, the procedure begins with attaining of a raw file which
will be processed and recognized at CS. The first front end process applied to
the pure raw file is cropping the nonspeech regions of the waveform by EPDM.
FEM then converts the cropped speech data to a Mel-Frequency Cepstral Co-
efficients based (MFCC) audio feature and stores in a file. Now the feature
file to be recognized is ready to be sent to the least-loaded RS. Meanwhile,
each RS computes its corresponding LPCPU . CS collects current LPCPU values
on each RS by simple ORPCs and executes a selection algorithm to identify
the least-loaded engine. After the least loaded RS is determined, the feature
file is sent to the selected server via an FTP link. This lucky server is in-
voked by a message and it is guaranteed to transmit the coming MFCC file.
On the other hand, lexicon and word network structure which is antecedently

Fig. 1. Software architecture of TREN
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Fig. 2. Data Flow Diagram of TREN

obtained after a training procedure, is already loaded on each RS. The trans-
mitted MFCC file is then recognized by TRENCore according to the lexicon
and word network file stored as a distinct file. Finally, the recognition result
is reported to CS by an ORPC and the task is accomplished. Note that, by
changing the lexicon file, the recognition engine could be adapted to a different
recognition space.

TRENCore is based on a very common method of Hidden Markov Models
(HMM) which have been widely used to model various acoustic phenomena.
The temporal characterization of an audio stream can successfully be modelled
using an HMM structure where state transitions model temporal correlation
and in each state Gaussian classifiers model signal characteristics. The forward-
backward algorithm is used to reestimate both output and transition probabili-
ties iteratively, and the Viterbi beam search algorithm is used during recognition
to find out the most likely phoneme sequence [11]. In TREN, MFCC is used as
the parametrization technique which has a superior performance with respect to
other spectral or wave-structural features [11]. FEM which is installed to the CS
separately is designed to extract audio features. The end points of an isolated
utterance is determined by EPDM which is installed to CS separately. EPDM
algorithm is implemented by applying energy, zero-crossing ratio and duration
modelling parameters. In order to diminish the adverse effects of noisy conditions
in which energy and zero-crossing approaches are insufficient, a state machine is
applied to obtain a hybrid algorithm [12].

DLMS ensures that no RS remains idle when the other servers are heav-
ily loaded. As reported in [13] since so-called Dynamic Load Sharing (DLS)
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approaches react to the system state instead of estimating the average behav-
ior of system, they perform better than the static policies. In TREN, a separate
DLS module is designed and this module is installed as a service (DLMS) to each
RS to report the corresponding LPCPU simultaneously. DLMS uses the Perfor-
mance Data Helper (PDH) library which is an enhancement to the performance-
monitoring capabilities of Windows NT-based systems.

3 Software Architecture

To implement TREN, the facilities of DCOM are heavily considered and an
interface-based software architecture is developed. Since both the CS and the
RSs are designed as Windows services, they are kept alert for any call. When-
ever a call is detected by the service, a thread is activated and the sequence
of corresponding tasks is executed through the thread procedure. As depicted
in Table 1, after the validation of the speech waveform path on the CS, the
method Central Server Core creates a thread and invokes the ThreadFunc proce-
dure. Similarly, a RS validates the feature file path and invokes the corresponding
ThreadFunc after the thread is created as presented in Algorithm 1.

The ThreadFuncof the CS first initializes the COM library. Meanwhile, each
RS computes its corresponding CPU load of the recognition process. CS collects
current loads on each registered RS by simple ORPCs through the DLMS in-
terface pointer, ∗iDLMS. The least loaded RS is selected by Select Min PCPU, a
method of ∗iDLMS, and the IP of the lucky RS is returned as MinIP . Since the
sequential tasks may overload CS only, Tmaxrecognition tasks are allowed. As pre-
sented in Fig 2, the speech processing front end begins with attaining of an audio
file (in raw format) which will be processed and recognized at CS. First, the pure
non-speech regions of the speech waveform file is discarded by EPDM. EPDM
is utilized by the interface pointer ∗iEPDM. The end points (crop coordinates) of
the speech waveform (path wave ) are detected by the method End Point Detect

of ∗iEPDM . After the end points are detected, removal of the silent regions of the
speech waveform by Silence Removal , a method of ∗iEPDM , is straightforward
and the path of the cropped speech waveform (path EP ) is returned. The cropped
speech data is then converted to a MFCC-based speech feature and stored in a
file by activating ∗iFEM , an interface of FEM. Feature extraction is implemented
by Extract Feature, a method of ∗iFEM, and the path of MFCC file (path MFCC)
is returned. Now the feature file to be recognized is ready to be sent to the
least-loaded RS. After the least loaded RS is determined, the feature file is sent
to the selected server via an FTP link by the function SendbyFTP. The critical
recognition tasks will then be executed on the selected RS. This lucky server
is invoked by Remote Server Core, a method of the interface ∗iRemoteServer.
Remote Server Coreis the core procedure of the RS service which manages the
components and schedules the recognition task. When a recognition request call
is taken, as similar to the Central Server Core, a thread is activated and the full
path of the feature file on the RS is passed as an argument to the ThreadFunc.
On the other hand, lexicon and word network structure which are antecedently
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Algorithm 1 Central Server Core(void)

output: boolean S OK or S {error message }
var:string path wave, path of the wave file to be sent to RS

integer t, time required for an object to become signaled
Timeout, 5-second timeout interval

begin
wait until RS is invoked by the receipt of path wave
if path wave is not valid

return S {invalid path}
else

Create a thread for the corresponding wave file
if thread is successfully created

t = wait for the specified object to become signaled
if t >Timeout

return S {timeout}
exit thread

else
Invoke the ThreadFunc by passing path wave as an argument

return S OK
end
Procedure ThreadFunc
input: string path wave path of the wave file to be sent to RS
var: *iEPDM, EPDM interface pointer

*iFEM, FEM interface pointer
*iRemoteServer, RS interface pointer
*iDLMS, DLMS interface pointer
N, number of registered RS
MinIP, RS IP with the least load
NumOfActiveTask, number of active recognition tasks requested by the CS
Tmax, maximum number of active recognition tasks
crop coordinates, frame-wise coordinates of the spoken word boundaries
path EP, path of the cropped speech file
path MFCC, path of the MFCC feature file
path MFCC on RS, MFCC feature file path on the selected least loaded RS
RecognitionResult, recognition result of path wave

Initialize the COM library on the current thread
LABEL1 Compute the workloads on RSj where j = 1, · · · , N
MinIP = iDLMS → Select Min PCPU(RSj , j = 1, · · · , N)
if NumOfActiveTask > Tmax

NumOfActiveTask−−
goto LABEL1

else
NumOfActiveTask++
crop coordinate = iEPDM → End Point Detect(path wave)
path EP = iEPDM → Silence Removal(crop coordinates)
path MFCC = iFEM → Extract Feture(path EP)

path MFCC on RS = SendbyFTP(path MFCC, MinIP)
RecognitionResult = iRemoteServer → Remote Server Core(path MFCC on RS)
Pass RecognitionResult to the client
end

obtained after a training procedure is already loaded on each recognizer and
passed as an argument to the Remote Server Core. After the COM library on
the current thread is initialized, the transmitted MFCC file is recognized by
Recognize, a method of the interface ∗iTRENCore. Finally, the recognition result
is reported to the CS by an ORPC and the whole task is accomplished. The
details of Remote Server Coreare presented in Algorithm 2.
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Algorithm 2 Remote Server Core(path MFCC on RS, lexicon, word network)

input:path MFCC on RS, path of the MFCC feature file on the corresponding RS
binary file lexicon, lexicon file in binary format
binary file word-network, word network structure for the previously trained recognizer

output: boolean S OK or S {error message }
var: integer t, time required for an object to become signaled

Timeout, 5-second timeout interval
begin
Initialize lexicon and word network
wait until RS is invoked by the receipt of path MFCC on RS
if path MFCC on RS is not valid

return S {invalid path}
else

Create a thread for the corresponding feature file
if thread is successfully created

t = wait for the specified object to become signaled
if t >Timeout

return S {timeout}
exit thread

else
Invoke the ThreadFunc by passing path MFCC on RS as an argument

return S OK
end
Procedure ThreadFunc
input: string path MFCC on RS path of the feature file to be recognized on this selected RS
var: *iTRENCore, TRENCore interface pointer

RecognitionResult, recognition result of path MFCC on RS
begin
Initialize the COM library on the current thread
RecognitionResult = iTRENCore → Recognize(path MFCC on RS)
Pass RecognitionResult to the CS
end

4 Experimental Framework

4.1 TURTEL Speech Database

The triphones (context-dependent phones) are widely used units for speech
recognition because of their capability to better represent the acoustic charac-
teristics of speech. In this view, TURTEL is collected by considering statistically
the widely used triphones in Turkish. The probable number of triphones in Turk-
ish is nearly 27000. Yet, this number of triphones increases the database size and
inflates the search space. Thus triphones should be either clustered or reduced
in number. In order to collect samples of TURTEL, it is assumed that there is a
text group which models the target language extensively and is used to extract
the most frequent triphones. This method has two main advantages: First, since
the vocabulary has built in control, phonetically balanced vocabularies can be
achieved. Second, the selected triphones can model the language extensively and
no more clustering is needed. However, the building period of this vocabulary is
computationally loaded and requires more effort.

The procedure followed to collect TURTEL is as follows: In order to de-
termine the words that will form the database, a 2.2 million-word corpus is
examined and the most frequent 1000 triphones, which span 88% of Turkish,are
selected. 25 female and 40 male speakers utter phonetically balanced 373 words
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and 15 sentences in terms of triphones. These speakers’ ages are in between
15 and 55 and they used 3 kinds of telephones: landline with handset, GSM
and hands-free. All the utterances are collected at the multimedia laboratory of
TÜBİTAK-UEKAE.

4.2 Experimental Results

In order to evaluate the performance of TREN, some adverse conditions are
simulated by applying various background noises to the test set and the result-
ing recognition performances are measured in terms of true recognition rates.
Training consists of 2 stages. First, TREN is trained by considering the whole
database and this whole set is used again as the test set to identify the outlier
speakers. After the speakers with an average personal word error rate are spec-
ified, they are used to determine the system’s performance in a more realistic
manner. The speakers with the best and the worst rate are eliminated from the
test set. At the second stage 5 male and 5 female speakers whose recognition
rates are in the nearest neighborhood of average recognition rate, are isolated
from the whole database and used as the test set. The utterances acquired from
the rest of the speakers (35 male and 20 female) is then used for the second
training stage. Note that each speaker utters 373 words which are widely used
in Turkish telephony speech.

In TREN, each triphone is represented by a 3-state left-to-right HMM struc-
ture. The audio stream has an 8 kHz sampling rate. The acoustic noises, which
are added to the speech signal to observe the recognition performance under ad-
verse conditions, are selected as: office, in-car, white and pink noise. The audio
stream is processed over 10 msec frames, centered on 20 msec Hamming win-
dow. The MFCC feature vector is formed from 13 cepstral coefficients, including
the 0th gain coefficient using 26 mel frequency bins. The resulting audio feature
vector of size 26, includes the MFCC vector along with the first delta MFCC
vectors.

Recognition Performance. In order to examine the recognition performance
of TREN, 4 noisy conditions (office, in-car, white and pink noise) and 2 triphone
statistical models (continuous and tied-mixture) are considered. In experiments
the acoustic noise is applied in three different levels (6 dB SNR, 12 dB SNR and

Table 1. Recognition performance under adverse conditions

Noise
Statistical Noise Quiet 12 dB 6 dB

Model Type SNR SNR
Office 68.46 35.66

Continuous In-car 96.76 85.04 78.01
White 54.19 33.71
Pink 60.13 30.04
Office 65.32 27.44

Tied-mixture In-car 93.49 81.70 70.35
White 60.90 36.57
Pink 61.65 27.03
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Quiet). The quiet conditions may also include minor telephony speech environ-
mental adverse effects. The true recognition rates for each test are presented in
Table 1.

The results have shown that as the noise level increases the recognition per-
formance significantly decreases. The best recognition rates are obtained under
quiet conditions, as expected. However, in-car conditions do not significantly af-
fect the overall recognition as compared with the other noisy conditions. Thus,
it could be said that TREN performs well for both standard telephony speech
and mobile communication purposes. On the other hand, the continuous model
performs better than the tied-mixture model in all cases, except for the white
noise case.

Load Sharing Performance. In order to evaluate the load sharing perfor-
mance of TREN, three RSs are used (RS1 and RS3 are two identical machines
with Intel Pentium 4-1.4 Ghz CPU and 512 MB RAM while RS2 is a weaker one
with Pentium 3-0.8 GHz CPU and 256 MB RAM). Since LPCPU is the dominat-
ing load factor on a utilized processor, it is measured as the percentage of elapsed
time that the processor has used for the recognition threads. The main purpose
of the simulation is to present the gain of the load sharing strategy of TREN, by
comparing the cases with multi-RS versus the cases with a single RS. In order to
simulate the real time execution of TREN, a fixed number of audio files (300),
each of which takes approximately 1 second in length are used. The tests consist
of four cases, considering the combination of two statistical models, tied-mixture
and continuous, and two different network sizes with N = 373 and N = 40 words.
The experiments have shown that using multiple RSs significantly decreases the
total recognition time of 300 audio files in all cases. As depicted in Fig. 3, the
total recognition time of multi-RS case is less than half of the single case. On
the other hand, the network size significantly influences the total recognition
time as expected. As the network size increases the search space increases, and
this makes the recognition process more complex. For larger network sizes, the
tied-mixture model performs better than the continuous model. However, due

Fig. 3. Total recognition time in seconds for the single and multiple use of RSs
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Fig. 4. Mean and standard deviation of LPCPU values

to its preprocessing stage where the tied-mixture triphone pool is constructed
the tied-mixture model is not efficient for small network sizes in contrast with
the continuous model as presented in Fig. 3.

The mean and standard deviation of LPCPU usage for each RS is depicted in
Fig. 4. According to the mean and standard deviation values, RS1 and RS3 often
share a large portion of LPCPU while RS2 only answers the urgent recognition
calls. RS2 is recoursed only when RS1 and RS3 are heavily loaded. Since the
last case (the continuous model with a 373-word network) is very complex and
requires much computation, the load on RS2 significantly increases.

5 Conclusion

TREN, presented in this paper, is a robust and reliable distributed Turkish
speech recognition system in three aspects. First, TREN is a reliable recognition
engine with its highly accurate results. The experimental studies have shown
that TREN performs very well, for both tied-mixture and continuous models,
under different noisy circumstances. Second, TURTEL used to train the HMM-
based recognizer best models the Turkish speech by considering the widely used
triphones. Third, the DCOM-based modular architecture of TREN is an object-
oriented and component-based approach which enables the system to work in
distributed environments. The two-layered architecture of TREN, including a
CS and RSs, forms a flexible structure which guarantees to serve whenever a
problem occurs in any of the remote servers. As a further study, TREN might be
revisioned to respond faster as the time-critic real life applications are becoming
more popular. The recognition engine could also be improved to get lower error
rates for larger databases.
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Abstract. Our goal was to build a text-independent speaker recognition system 
that could be used under any conditions without any additional adaptation 
process. Unknown mismatched microphones and noise conditions can severely 
degrade the performance of speaker recognition systems. This paper shows that 
principal component analysis (PCA) can increase performance under these 
conditions without reducing dimension. We also propose a PCA process that 
augments class discriminative information sent to original feature vectors 
before PCA transformation and selects the best direction between each pair of 
highly confusable speakers. In tests, the proposed method reduced errors in 
recognition by 32%. 

1   Introduction 

Ubiquitous speech processing involves inputting speech from any environment into a 
recognition system. The microphones used during speaker recognition [1] may differ 
greatly from the ones used in the enrolment process, and noise conditions may be 
totally unknown. These situations can severely degrade system performance. Many 
researchers have studied such mismatched environments, and have found numerous 
useful solutions, such as cepstral subtraction and signal-to-noise ratio (SNR)-
dependent cepstral normalization algorithms [2][3]. Many of these solutions require 
some prior knowledge of conditions, such as the type of headset or SNR; however, 
real situations may not allow enough time to acquire such information. This study 
involves speaker identification without prior knowledge of the environment. We used 
clean speech to enroll speakers and tested the system with speech data using different 
types of microphones and recorded in a moving car without any additional adaptation 
session. 

Our goal was to build a system that could perform in any unknown environment 
without an additional adaptation session. In the first step, we used principal 
component analysis (PCA) to extract robust features for speaker modeling. Many 
researchers have successfully used principle component analysis to reduce the 
dimension of original feature vectors and cost of computation [4-6]. This research 
emphasized PCA characteristics that find uncorrelated directions of maximum 
variances in data space, which are invariant to mismatched headsets and noisy 
conditions. We also proposed augmented PCA, which augments feature vectors with 
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class discriminative information; this allows us to add useful directions to the 
transformed feature space to aid in recognition. 

The next section of this paper introduces the Gaussian mixture model and PCA, 
which are very well known to most speaker recognition researchers. Section 3 
describes the proposed pairwise-augmented PCA, which improved the performance 
and the architecture of our speaker recognition system. Section 4 describes our 
experiment and its results, and finally Section 5 provides a summary and conclusions. 

2   Speaker Identification Using GMM and PCA 

We used Gaussian mixture models (the most common method) to build our speaker 
models, and applied PCA to extract robust features. 

2.1   Gaussian Mixture Model (GMM) [7] 

Gaussian mixture models (GMMs) are the most prominent modeling approach used in 
text-independent speaker recognition applications. In GMM, the acoustic parameter 
distribution of each speaker is represented by a speaker-dependent mixture of 
Gaussian distributions: 
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We can estimate maximum likelihood parameters using the expectation maximization 
(EM) algorithm. For speaker identification, we can compute the log-likelihood of a 
model given an utterance X = {x1, ..., xT} and choose the speaker associated with the 
most likely model for the input utterance as the recognized speaker Ŝ : 
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2.2   Principal Component Analysis (PCA) 

Principal component analysis is a linear orthogonal transform that can remove 
correlations among vector components. Researchers use it to reduce the feature vector 
dimension, which results in reduced processing time and space. It processes training 
feature vectors using the following steps: 
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Fig. 1. Two-dimensional artificial data 

Step 1. Subtract the mean from each data dimension. 
Step 2. Calculate the covariance matrix. 
Step 3. Calculate the eigenvectors and eigenvalues of the covariance matrix, using 

unit eigenvectors (i.e., their lengths are all one) such that the eigenvectors are 
perpendicular to each other. 

Step 4. Choose components and form a transformation matrix w. The eigenvector 
with the highest eigenvalues is the direction with the greatest variance. Order 
them by eigenvalue; take k eigenvectors with the highest eigenvalues; and form 
matrix w with these eigenvectors in the columns. (In this study, since we were not 
interested in reducing the original feature space dimension, we used all of the 
components.) 

Step 5. Transform the feature vectors using the transformation matrix formed in  
Step 4: 

TransformedData = w × RowData (4) 

3   The System Using the Proposed Augmented PCA 

Researchers mainly use PCA to reduce the feature space dimension and to find 
uncorrelated directions of maximum variance. However, maximum variance does not 
always correspond to maximum 
discriminative capability. Consider the 
following artificial sets of two-dimensional 
points from two classes (see Fig. 1). 
 

Class 1: (1,4), (2,0), (3,-4). 
Class 2: (-1,-4), (-2,0), (-3,4). 

    The first component, x1, is very useful for 
class discrimination, while the second one is 
not, although it has greater variation. If PCA 
transforms the points, we can obtain the points 
that show the direction with the maximum 
variance (Figure 2), but this information is 
useless for discrimination. 
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x1  
Fig. 2. PCA-transformed data from Figure 1 
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Now, consider the following three-dimensional data points; we produce these by 
positing an axis at the heads of the original two-dimensional vectors: 

Class 1: (3,1,4),  (3,2,0),  (3,3,-4). 
Class 2: (-3,-1,-4),  (-3,-2,0),  (-3,-3,4). 

    In the vectors, the new axis is supervised information that tells us to which classes 
the points belong. If we analyze the points using PCA, we can get an orthogonal 
three-dimensional feature space. For new data points, the augmented components are 
all zeros because class information is not known in the recognition phase. We obtain 
the following augmented data representation: 

Class 1: (0,1,4) , (0,2,0) , (0,3,-4). 
Class 2 : (0,-1,-4) , (0,-2,0) , (0,-3,4). 

    If we transform the zero-augmented data using the same transformation matrix, we 
get the following data points: 

(1.2535663, 3.5741005, 1.6292263) 
(-1.1396058, 0.2166122, 1.6292262) 
(-3.5327779, -3.1408761, 1.6292261) 
(-1.2535663, -3.5741005, -1.6292263) 
(1.1396058, -0.2166122, -1.6292262) 
(3.5327779, 3.1408761, -1.6292261) 

Note that the values of the third component are highly concentrated within classes. 
Figure 3 shows the points projected on three planes. This process does not reduce the 
data dimension, and we can get a new direction, which is very useful for class 
discrimination. Components correlated with class information should be projected to 
the new directions. To examine the proposed augmented PCA effect, we applied it to 
each speaker pair; using the following process: 

Step 1. Augment each feature vector in the entire training set as follows: 
(x1, x2, …, xd, a1, a2, …, an) 

Here, d represents the dimension of the original feature vectors, n is the number 
of classes, xi is the i-th component of the original feature vector, and aj is the 
augmented component in which: 

aj  =   if the vector belongs to class j 
aj  = -   if the vector does not belongs to class j. 

Here,  is a constant. (We set  as the maximum value of all the components in 
the raw feature vectors.) 

Step 2. Form transformation matrix w’ with augmented vectors using Steps 1 through 
4 described in Section 2.2. 

Step 3. Remove the last n rows in transformation matrix w’. This is equivalent to 
augmenting n zeros to the raw vectors before transformation. We augment zeros 
instead of class information (as we did in Step 1) because the classes of the new 
input vectors are unknown. 

Step 4. Transform all training data using transformation matrix w’ to get (n+d) 
dimensional vectors. 
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Fig. 3. Two-dimensional projections of the augmented PCA-transformed data from Figure 1 

Step 5. For training vectors in each pair of confusable classes, select d components 
from (n+d) dimensional transformed vectors. Select the directions most highly 
correlated to the augmented components used in Step 1 (i.e., the class 
information before transformation). Calculate the covariance between each 
component and augmented components and select the component with the 
highest covariance. Now, the new feature space should have the same order as 
the original feature space. 
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Step 6. Train GMMs for each pair, using vectors with components selected in Step 5. 
Step 7. Apply Steps 4 and 5 to all the test data and use the result vectors for 

recognition using the GMMs trained in Step 6. 
 

Figure 4 depicts this process and Figure 5 diagrams the training and recognition 
flow. We can use the same training data set used for PCA transformation matrix 
generation, GMM training, and to augment the PCA process for each pair of 
confusable speakers. In the recognition phase, we follow the normal PCA GMM 
recognition with augmented PCA GMM recognition using the top n candidates. 

4   Experimental Evaluation of the Proposed System 

We used the corpus for speaker recognition (CarSpkr01) collected by SITEC (Speech 
Information Technology & Industry Promotion Center, South Korea). They recorded 
speech in a moving car with its windows closed and no music playing, driving on 
roads in good condition at speeds of 30 to 60 kilometers per hour. They used a 
dynamic microphone (head-worn SHURE SM-10A, Uni-Cardioids), condenser 
microphones (AKG B400-BL, Cardioids), and an inexpensive hands-free microphone, 
each placed in eight different positions in the car. 
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Fig. 4. Augmented PCA feature extraction process 

In this experiment, we used data recorded using the dynamic microphone located 
about three centimeters from the speaker’s mouth as the training set, and data 
recorded using the condenser microphone positioned on a sun visor as the test set. We 
intentionally used different types of microphones to evaluate performance in 
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mismatched conditions. Moreover, the speech used in the test set had a low SNR 
because we recorded it using a condenser microphone relatively far from the mouth, 
whereas the speech in model training had a high SNR because we recorded it using a 
dynamic microphone located relatively close to the mouth. 

Pairwise
GMM 
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GMM 
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Fig. 5. Training and recognition flow for text-independent speaker identification 
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Fig. 6. Speaker identification rate in an unknown mismatched condition with and without PCA 

 
Phrases recorded included a phoneme-balanced sentence, a set of phoneme-

balanced words, and a set of four-digit numbers, all in Korean. In each of five sessions, 
we recorded 250 utterances made by 30 speakers. There were one-day, one-week, one-
month, and two-month intervals between sessions. We used data recorded during the 
first session for model training, and data recorded during the third session (a week after 
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the first session) for the test. We used 20 first-order mel-frequency cepstral coefficients 
(MFCC) [3] and their first and second derivatives as the basis feature. 

Figure 6 shows that PCA greatly increased the identification rates using 
mismatched microphones with noise at a satisfactory level. Figure 7 illustrates the 
error reduction for the most confusable pair of speakers using the proposed 
augmented PCA GMM with 128 mixtures; the error rate was obtained by considering 
only two speakers as candidates. Finally, when we used augmented PCA GMM in 
addition to PCA GMM with 128 mixtures, we were able to reduce the total 
identification error rate for all 30 speakers from 5.59% to 3.82%, a relative reduction 
of 32% (see Figure 8). 

When we increase the number of mixtures to 256 without using the augmented 
PCA process, the error rate dropped to 5.03%, providing a relative error reduction of 
only 10%. This indicates that it is impossible to increase recognition rates to the same 
levels as in our proposed method by simply increasing the number of mixtures. 
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Fig. 7. Identification error rates for the most confusable pair of speakers using the proposed 
augmented PCA 
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Fig. 8. Identification error rates for all speakers using augmented PCA 
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5   Conclusions 

This paper presented a text-independent system for recognizing speakers under 
unknown mismatched conditions. Our goal was to build a system that could perform 
moderately well in such conditions without an additional adaptation process or any 
prior knowledge of the situation. We first showed that using principal component 
analysis without dimension reduction could increase performance under unknown 
conditions. We then proposed a PCA process that augments class discriminative 
information to the feature vectors. As a result, we were able to reduce the relative 
error rates by a further 32%. We plan to apply this method to speaker verification, and 
to compare its performance with other linear or non-linear transformations, such as 
linear discriminative analysis and independent component analysis. 
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Abstract. This paper introduces a video based system that recognizes gestures 
of Turkish Sign Language (TSL). Hidden Markov Models (HMMs) have been 
applied to design a sign language recognizer because of the fact that HMMs 
seem ideal technology for gesture recognition due to its ability of handling 
dynamic motion. It is seen that sampling only four key-frames is enough to 
detect the gesture. Concentrating only on the global features of the generated 
signs, the system achieves a word accuracy of 95.7%. 

1   Introduction 

Researchers study on designing new intelligent interfaces to provide easier and more 
comfortable interaction between human and computer. The interfaces generally 
analyze body motion and decide what to do according to the motion. Gestures, which 
are generated by hands and arms, are special case of the body motion [1]. Recognition 
of the gestures is an important step for the human-computer interaction [2]. If a 
system that recognizes sign language (SL) gestures can be designed, deaf-dumb 
people will have chance of communicating with the others. 

SL, which consists of hand postures and dynamic gestures with facial expressions, 
is a visual language used by deaf-dumb people. Each gesture corresponds to a word or 
a letter in spoken language. Most of the countries have their own SL that is different 
from the others [3]. TSL consists of gestures for common words and the letters in 
Turkish alphabet. Facial expressions may modify meaning of the signs in TSL, but we 
discard this effect. Although SL is affected by spoken language, it has a different 
grammatical structure. It is not required that there must be relation between TSL and 
Turkish [4]. SLs are characterized by manual and non-manual features [1]. The non-
manual features include facial expressions and body direction. The manual features 
can be divided into 2 categories: global features (hand movement, location) and local 
features (hand shape, orientation). SL recognition system (SLRS) is required to use 
both the global features and the local features [2]. 

In this paper, we present an easily extensible SLRS that uses a single CCD camera to 
track hands. Output of the camera can be thought as a sequence of images called frames. 
Signer, who performs SL gestures, doesn’t have to wear a data-glove or any kind of 
colored glove. Hands and face in the frames are found by features of skin-tone [5].  
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After detecting start and end moments of the generated gesture, we select four frames, 
called key-frames, to extract feature vectors. In the experiments, we see that sampling 
only the key-frames for a gesture is enough to recognize the sign word. 

In the last decade, HMM has demonstrated its ability of dynamic gesture 
recognition. HMMs have unique features that make it desired method for SLRS [6]. 
We use location information of the hands in the key-frames as inputs of HMMs. 

Our study does not aim to be a large lexicon SLRS, but the system can be easily 
modified to work with the local features to enlarge the vocabulary size. A commercial 
product that recognizes related words can be used in banks or hospitals. 

The organization of this paper is as follows. In section 2, we discuss the previous 
work. Section 3 describes our system architecture. In section 4, we present HMMs. 
Section 5 is about feature extraction. The principles of training are given in section 6. 
In section 7, we show the experimental results. Section 8 concludes the paper. 

2   Related Work 

Studies about sign language recognition have begun to be seen in the literature for 15 
years. To date, many systems have been designed for recognition of sign languages. 
These systems can be categorized into two main groups: data glove based systems and 
vision based systems. Previously, most work on SLRS is based on expensive data 
gloves [7, 8]. Signer must wear the data glove, so it is not comfortable and it limits 
the signer’s motions. In the last decade, because of disadvantages of the data gloves, 
several systems have been designed by using the vision based approach. The vision 
based systems are subdivided into two groups such as motion based systems [6] and 
posture based systems [2]. The motion based systems, like us, handle only the global 
features. The posture based systems only concentrate on hand postures at a discrete 
time. Naturally, it is required to use both the hand motion and the hand posture to 
design a large lexicon SLRS. 

Starner and Pentland [6] demonstrate a system for recognition of short sentences in 
American Sign Language. They use a single camera and signer wears solid color 
gloves for each hand. Grobel and Assan [1] use HMMs to recognize 262 isolated 
signs. They extract the features from video recordings of signers who must wear 
different colorful gloves for each hand. 

In the literature, we can see sign language recognition systems for American SL, 
Netherlands SL, and Japanese SL etc. [6, 1, 9]. Unfortunately, there is not a 
comprehensive work on Turkish SL.  

3   System Architecture 

The aim of our study is to design a vision based system that recognizes gestures of 
TSL from the global features. A single CCD camera is used to track hands. First of 
all, the system finds the hands and face in a frame using a skin-tone detection 
algorithm [5]. Then, we segment the face, the right hand, and the left hand by using 
connected component labeling [10]. As we use features of skin-tone to segment the 
hands from background, our system has some limitations such as hands should not be 
in contact and the right hand should always be on the right side of the left hand. 
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We examine all the sign words in [4], and because the scope of this work is limited 
to the global features, the gestures are selected so that they do not have similar global 
features. There are some short signs in TSL, so we try to choose an optimum frame 
rate that does not miss the global features of the signs and is small enough for real 
time considerations. To recognize the gestures, HMMs are used. 

4   Hidden Markov Models  

Before using HMMs technology, we briefly summarize the fundamentals of HMMs. 

4.1   Theory of Hidden Markov Models 

A system, that at any time is one of a set of N distinct states, has a Markov property if 
the conditional probability of the current state, given all present and past states, 
depends on the i-th most recent states. For the special case of a first order Markov 
process, the current state depends solely on the previous state [11]. Although the order 
of gestures in TSL has not really a first order, we assume it to simplify the model. 
Determining the topology of the HMM can be performed by estimating how many 
states are required to represent a gesture in TSL. Fig. 1 shows the topology of the 
HMM that has been used in our experiments. It contains only four states including the 
start and final states that do not emit observations.  

 

Fig. 1. The HMM topology used in our experiments 

There are 3 basic problems in HMM: evaluation, decoding, and estimation. If we 
can evaluate P(O| i), for all present candidate models, then the model with the highest 
probability can be chosen for recognition. We use an efficient algorithm called 
forward-backward procedure to evaluate P(O| i). 

 The decoding problem concerns the state sequence Q having the highest 
probability of generating the observation sequence O. The Viterbi algorithm is used to 
evaluate the probability P(Q|O, ) [11].  

The goal of the last problem is to estimate HMM parameters from training data. 
Baum-Welch algorithm, which is an expectation maximization procedure, is used to 
find the most suitable . 

Although we concentrate on discrete observations in our discussion, the features 
that constitute the observations are usually continuous. Typically, a vector 
quantization method can be used to convert continuous value to discrete index [11]. 
However, the actual probability density functions for the observations may be used 
instead of using vector quantization. In this case, forward-backward, Viterbi, and 
Baum-Welch algorithms should be updated to handle continuous observation 
densities [12]. We assume that the observation probability densities are Gaussins with 
different means and variances. Initial values for the parameters are calculated by 
making some approximate assignment of feature vectors to states. If Lj(t) denotes the 
probability of being in state j at time t, then adapted forms of the parameters are: 
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A similar but slightly more complex formula can be derived for the state transition 
probabilities. Formulations and very detailed information can be found in [11, 12]. 

4.2   Application of Hidden Markov Models in Gesture Recognition 

Yamato et. al. [13] introduce firstly HMM approach to recognize image sequences of 
six tennis strokes with a rate of 90%. This experiment is very important because it 
used a 25x25 pixel sub-sampled video image as the feature vector. Although the 
information is so low-level, HMMs can learn these six motions to achieve respectable 
recognition results. We use the global features of each hand as an input of HMMs. For 
each word we train a distinct model, so we have 50 different HMMs. 

5   Feature Extraction 

A vital aspect of designing gesture recognizer is the appropriate choice of features. 
This section summarizes steps of the feature extraction. 

5.1   Turkish Sign Language Recognition 

The exact number of the gestures in TSL is not known, but it is being searched. The 
only published material for TSL is a manual prepared by Turkish Ministry of 
Education [14]. There are about 2000 gestures in the manual. In the literature, there is 
not a comprehensive study on TSL recognition. We select 50 gestures (given in Table 
1) to show the performance of our TSL recognizer by using the global features.  

Table 1. List of the recognized gestures 

 1 2 3 4 5 
a hurt mean some bicycle sentence 
b open take city bus finish not 
c heavy mother shopping large disco 
d short throw ayran live baker 
e president banker leave error two-way 
f wear hear cloth architect hard 
g right fault frog normal love 
h rise closed row pay later 
i retainer dirty argue wind hat 
j twin coke press choose follow 
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Fig. 2. The approximate trajectories of the gestures 

5.2   Illuminating Conditions 

Choosing a proper light source is an important stage of image processing. Working 
area of the system should be taken into account [15]. Some possible light sources are 
daylight, tungsten, and fluorescent lamps. The daylight is usually not suitable for 
image processing because the color and the intensity of the light change during the 
day. In fact, it does not seem ideal to place a recognizer outside. The tungsten light 
sources are very cheap but not very well suited for image processing. They get very 
hot due to operating with direct current which causes a non-uniform illumination 
field. The fluorescent lamps have a large homogenous illumination field, and they do 
not get very hot [15]. As a result, a possible commercial SL recognizer is probably 
used inside a building like a hospital or a bank, and the fluorescent lamps are used to 
illuminate the imaging environment. 

Positions of the camera and the light source are also important for designing a 
recognizer. There are four fundamental ways of lighting a scene: incident light 
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illumination, transmitted light illumination, light–field, and dark–field illumination 
[15]. We use the incident light illumination technique that the camera and the light 
source are on the same side of the object as shown in Fig. 3.  

 

Fig. 3. Incident light illumination 

We use a single CCD camera because this kind of camera has suitable features for 
image processing [16]. Images are captured at a constant frame rate and resolution of 
160 by 120 pixels that provides enough performance for a real time system. 

5.3   Skin Detection 

There are many SL recognition applications that the signer must wear colorful gloves 
[1, 6, 9]. We think that even wearing a simple color glove does not seem suitable for a 
recognizer used in public places. As a result, we benefit of skin-tone characteristics to 
find face and hands in a frame, and we use a skin detection method proposed in [5]. 
Modeling the skin-tone requires choosing a proper color space and identifying a 
cluster associated with the skin-tone in that space. Many research studies assume that 
the chrominance components of the skin-tone are independent of the luminance 
component. However, in practice, the skin-tone is nonlinearly dependent on 
luminance. Some transformations on the YCbCr color space make it possible to detect 
skin-tone in color images. Details of the algorithm and formulation will not be 
mentioned here. Satisfactory information can be found in [5]. 

5.4   Finding Hands and Face from Video 

When we detect candidate skin-tone pixels (gray areas in Fig.4. (b)) in a frame, we 
see that there are some noisy pixels that do not actually belong to skin regions.  

 

Fig. 4. Feature extraction steps 
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We use some basic image enhancement filters to remove the noisy pixels, then we 
try to segment face and hands by applying connected component labeling algorithm 
which can find all the connected components in the frame [10]. The largest 
component C1 is assumed as the face, and the second and third components C2, C3 
are assumed as the hands. In addition, we make a control that if sizes of the three 
components are suitable for a face or a hand. At 160 by 120 resolution image, Fmin–
Fmax and Hmin–Hmax pairs are minimum and maximum possible sizes for a face and for 
a hand respectively. These thresholds are obtained from training images. 

 
 Component C1 is face   if Fmin  S1  Fmax  
 Components C2 and C3 are hands  if Hmin  S2  Hmax and Hmin  S3  Hmax 

 
We assign C1 as the face and C2 and C3 are the hands if the conditions shown 

above are true where S1, S2 and S3 are the sizes of the components. The leftmost hand 
component is the left hand, and the other is the right hand as shown in Fig. 5.  

 

Fig. 5. View from the camera, and the three components 

Our system has some limitations due to working with skin-tone: Hands shouldn’t 
be in contact during a gesture, the right hand should always be on the right side of the 
left hand, and the face and the hands of the signer should be in the view of the 
camera. When the hands are initially found, the center pixels of the hands can be 
given as seeds for the consecutive frame [6]. The hands can be obtained faster by 
checking the eight neighbors of the seeds for the skin-tone. If the hands are lost, they 
can be recovered by detecting skin-tone pixels. In the scope of this work, we do not 
use the face information, although we find it, but our systems can be modified to work 
with face information in the future. 

5.5   Motion Extraction 

SL gestures can be classified as two-handed and one-handed signs. For the one-
handed signs, the action of only one hand is required, where the signer generally takes 
the same hand, known as the dominant hand. For the two-handed signs, the other 
hand, called the non-dominant hand, performs the sign together with the dominant 
hand [1]. We can make further classification for the two-handed signs such as 
symmetric and asymmetric two-handed signs shown in Fig. 6. 
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     Fig. 6. (a) Symmetric two-handed sign (b) Asymmetric two-handed sign 

For the symmetric signs, which the both hands make similar motion, it can be 
thought that it is enough to track only the dominant hand. However, our experiments 
show that the dominant and the non-dominant hand generate the same motion 
differently. Of course, hands should be tracked separately for the asymmetric signs. 
As a result, we have 2 distinct trackers for each hand. Position of a hand is defined by 
the center of the rectangle as shown in Fig. 7 (a). 

 

Fig. 7. (a) Position of the hand (b) Key-frames 

If the position of the hand changes larger than a threshold between consecutive 
frames, we assign that frame as the start frame. After the gesture has started, if the 
position of the hand stays the same, we assign that frame as the end frame. 

5.6   Key Frame Selection 

Signs vary in time and space. When a signer tries to perform the same gesture twice, 
different lengths of frame sequences for the gesture will occur [1]. A HMM topology 
with skip transitions may handle with it [2]. However, a fixed number of states for all 
signs is not suitable since our training samples contain short signs and long signs. As 
a result, we choose four frames, called key-frames, instead of using all the frames in 
order not to deal with problems due to the length of the gestures. 

After obtaining the start and end frame of the gesture, we see that sampling only 
four key-frames for each hand is enough to detect the gesture. We divide the whole 
duration of the gesture into 3 equal segments as shown in Fig.7 (b) to select the key-
frames. In Fig. 6 (a) and (b), the gray squares show the positions of the hands in each 
frame, and the key-frames are marked as the black squares.  

We use a four-element feature vector that consists of each hand’s x and y positions 
in a key-frame. As a result, we achieve expressing a TSL gesture with 4 key-frames. 
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6   Training 

Our gesture database consists of 22 one-handed and 28 two-handed signs representing 
words in Turkish Sign Language. It is aimed to choose signs having different global 
features. A signer, who learned the gestures in the database, performed 15 samples for 
each of the 50 signs–750 samples overall. 500 samples are used to train 50 distinct 
HMMs. The Baum-Welch algorithm is operated to train HMMs and to find best i for 
i=1,2,...,50. Basic steps of the algorithm are as follows: 

 
 Step 1: Initialize HMM parameters. 
 Step 2: Calculate forward-backward variables by current parameters. 
 Step 3: Update HMM parameters using the forward-backward variables. 

 
    Step 2 and step 3 are repeated until the HMM parameters are converged [12]. 

7   Experimental Results 

Our experimental platform consists of a CCD (Charge Coupled Device) camera, and a 
personal computer with an Intel Pentium® IV 1.9GHz CPU.  

In the experiments, the signs are tested at 160 by 120 pixels resolution. JAVA® 
programming platform is used to generate HMM algorithms and graphical user 
interface of the Turkish Sign Language recognition system.  

Three different tests are performed. For one-handed gesture test, we use features of 
only the dominant hand, and train 22 distinct HMMs by using 220 one-handed 
training samples. For two-handed gesture test, we use both the features of the 
dominant and non-dominant hand, and train 28 distinct HMMs by using 280 two-
handed training samples. Although the non-dominant hand doesn’t move during a 
one-handed sign, we take it into account to be able to test all gestures together as a 
final test.  

For the recognition task, the forward algorithm is used to evaluate the probability 
that a test gesture is generated by the model corresponding to word i, P(O| i) for 
i=1,2,...,50. The gesture is assigned to the word having the highest probability. The 
results are shown in Table 2.  

Table 2. The test results 

Vocabulary One-handed 
(110 gestures) 

Two-handed 
(140 gestures)

Final Test 
 (250 gestures) 

Results 96.3 % 95.3 % 95.7% 

  

Our system recognizes with 96.3% accuracy out of the 110 one-handed test 
gestures and with 95.3% accuracy out of the 140 two-handed test gestures. In the final 
test, the recognition rate is 95.7% out of the 250 test gestures. 

We see that recognizing one-handed and two-handed signs together, in other words 
adding the location information of non-dominant hand in the feature vector for a one-
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handed sign, does not affect the system performance. The recognition rate for the two-
handed signs is a little bit lower than one-handed signs. This is an expected result 
because the two-handed signs have more complex structure than the one-handed signs 
have. When we examine the second highest probability P(O| ) for the test gestures, 
we see that the system can find the gestures that have similar global features.  

8   Conclusions and Feature Work 

Our system is a starting step for a large lexicon and signer independent Turkish Sign 
Language (TSL) recognizer. Sign language is mainly recognized from the global 
features that is why we prefer to handle them for the first step and obtain satisfactory 
results. We will use the local features for the selected candidates that are previously 
derived from the global features, and improve the performance of TSL recognition 
system. 

The limitations of the system due to skin-tone based hand tracking can be achieved 
by adding information about the joint points between hands and arms. The results 
show that the system meets the requirements of signer dependent recognition, but a 
system working in public places must be user independent. Because of having no TSL 
gesture database, we have to learn and perform the signs. Learning phase, which takes 
too much time, makes difficult to design the signer independent system, so we plan to 
work with TSL course instructors. We will concentrate on continuous sign language 
recognition after obtaining large vocabulary size.  
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Abstract. This paper describes a system for the animation of fractur-
ing brittle objects. The system combines rigid body simulation methods
with a constraint-based model to animate fracturing of arbitrary poly-
hedral shaped objects under impact. The objects are represented as sets
of masses, where pairs of adjacent masses are connected via a distance-
preserving linear constraint. Lagrange multipliers are used to compute
the forces exerted by those constraints, where these forces determine
how and where the object will break. However, a problem with exist-
ing systems is that the initial body models exhibit well-defined unifor-
mity, which makes the generated animations unrealistic. This work intro-
duces a method for generating more realistic cracks without any perfor-
mance loss. This method is easy to implement and applicable on different
models.

1 Introduction

Realistic animation of fracture is a difficult one, because in order to generate
a convincing animation, we need to understand the physical properties of the
objects in a scene, rather than considering them as merely geometric shapes.
These bodies should be thought of as real objects that have mass, elasticity, mo-
mentum, etc., and they display certain material properties. Another difficulty of
fracture animation is that the scenes change dynamically during the animation.
The bodies are fragmented to create new bodies which are again subject to the
same effects. Physically precise animations cannot be realized successfully by
computation, not only because they are time consuming and hard, but also the
real motions and the fragmentation of objects require an extensive amount of cal-
culations. However, such great accuracy is not a requisite for animation purposes.
By using physically based animation techniques, we can create realistic-looking
shatters and breaks with much less effort, yet with as much visual precision as
necessary.

In this paper we discuss a system for computer animation that is imple-
mented for generating animations of rigid objects that involve fracturing. This
implementation combines the methods for simulating the fracturing of brittle
� This work is supported by EC within FP6 under Grant 511568 with the acronym

3DTV.
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objects with the rigid body simulation techniques in order to generate realistic-
looking fracturing animations. Additionally, an improvement to this system is
made through some techniques used for generating and modifying the object
models more realistically.

The organization is as follows: In Sect. 2, we give a description of the object
model that is proposed by Smith, Witkin and Baraff [14], which forms the basis
for the simulation of the fracturing process. The process of generating each
animation frame, which combines the rigid body and the fracture simulation
techniques, are described in Sect. 3. Finally, some example animations generated
by our system and conclusions are provided in Sect. 4 and 5, respectively.

2 Object Models

For the simulation of the fracturing of rigid objects, each object is modeled as
a system of particles connected by distance-preserving constraints. The object
models are constructed in tetrahedral mesh representation, using a tetrahedral
mesh-generation software package such as NETGEN [10]. For each tetrahedron
in the mesh, a particle is located at its center of mass, where the mass of each
particle is a function of the volume of the tetrahedron it represents, and the
density of the material at that point. For each pair of tetrahedra with a shared
face, the corresponding particles are connected with a rigid constraint, which
has strength proportional to the area of the shared face. The usage of distance-
preserving constraints realistically models the inflexible nature of the objects
that we are trying to animate by preventing the neighboring particles to change
their positions relative to each other.

Although these constraints model the fracturing behavior successfully, the
effects generated by using them alone are not satisfactorily realistic. This is due
to the fact that the generated mesh, which characterizes the models’ density, is
uniform. Thus the cracks are developed deterministically.

In order to achieve user control on the fracturing behavior of the objects,
some modification heuristics can be applied on their initial models. This might
be useful for defining the overall crack pattern of the final models. Cleaving

Fig. 1. The cleaving effect
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planes are used for systematically modifying the connection strengths along a
cross-section of the objects. Fig. 1 illustrates the cleaving effect on a sample
animation.

In addition, three-dimensional noise functions provide a way to change the
connection strength of the objects procedurally to achieve different fracturing
behavior for the same object geometry.

However, these methods are done as preprocessing on the models. Further
randomization can be achievable by modifying the connection strengths during
the fracture process. The idea depends on the fact that, in real life, when an
object shatters, its inner material properties change due to the cracks occurring
on it. This technique will be explained in Sect. 3.

3 Generating the Animation

The animation frames are generated by calculating the motion paths of the
objects in the scene and determining their updated positions and orientations
for each frame by the bisection technique. In the case of a contact between two
objects, the motion paths of the objects are updated accordingly and fracture
calculations are performed. If these calculations result in the shattering of the
object, the resulting shards are modeled as new objects and they are included in
the animation calculations. This process is repeated until either all the desired
frames of animation are generated or the system finally comes to rest.

3.1 Rigid Body Simulation

The states of the objects in the space can be represented by their positions, ori-
entations, and angular and linear velocities. Therefore, given the initial states,
finding the states at any given time is simply an initial value problem. An ODE
integrator using the Fourth-Order Runge-Kutta method with adaptive step siz-
ing is implemented to solve this initial value problem and calculate the motion
of the objects (see [9]). By applying an adaptive step-sizing algorithm, an upper
bound for error is maintained in motion calculations.

However, when there is collision between objects, these unconstrained motion
calculations fail to give realistic results. Thus, by applying appropriate responses
on the objects when they are in contact, the impenetrability constraints can be
enforced throughout the animation, letting the objects continue their uncon-
strained motion paths.

A contact between two objects is defined by the contact normal and a con-
tact point extracted from contacting features of the two objects. In the case of
multiple contact points between two objects, each contact point is considered as
a separate contact.

After the contact points and the corresponding contact normals of a contact
are determined, the appropriate response for the contact is calculated by looking
at the projection of the relative velocity of the objects at the contact points over
the contact normal.
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The vector E, which is the impulse that acts on an object that is in contact,
can be defined as:

E =
∫

F (t)dt (1)

where, F (t) is the vector function that defines the contact force acting on the
object during the course of the contact. The required change in the velocity of the
object due to this collision can be achieved by applying the changes ΔP (t) and
ΔL(t) to the linear and angular momentums of the object respectively. ΔP (t)
and ΔL(t) are defined as:

ΔP (tc) = E, (2)

ΔL(tc) = (p − x(tc)) × E. (3)

Here, p is the contact point, x(t) is the position of the center of mass of the
object and tc is the time of the collision.

Even though the contacting objects are neither moving towards each other
nor moving apart at the contact point (i.e. a resting contact), the impenetrability
constraint can still be violated if the contacting objects are accelerating towards
each other. In this case, contact forces must be calculated and applied to the
objects in order to prevent them from accelerating into each other.

Besides requiring the relative acceleration of the objects, arel, to be nonneg-
ative, two other conditions must be satisfied while calculating the contact forces.
Firstly, the contact forces should never be attractive; and secondly, the contact
forces must remain as long as the corresponding contact remains and no more.
By combining these conditions together, we can formulate the problem of finding
the contact forces as a quadratic programming (QP) problem as follows:

min fT (Af + b) subject to
{

(Af + b) ≥ 0
f ≥ 0 (4)

Here (Af + b) is the concatenation of all the arel values for all of the resting
contacts and f is the concatenated vector of contact forces that are required for
enforcing the impenetrability constraints. The concatenated vector is separated
into its force dependent and force independent parts in order to be able to
formulate it as a QP problem.

3.2 Fracture Simulation

The simulation of the fracturing process makes use of the lattice model repre-
sentation of the objects. The crack initialization is invoked due to some external
force applied to a point on the outer surface or in the inner region of the object.
Upon the application of such a force, in response, constraint forces are calcu-
lated for connections in the lattice model in order to preserve the distances on
the lattice of particles. In case the constraint force for a connection is greater
than the current connection strength, that connection is removed. Otherwise,
the existing connection strength is weakened by the amount of the constraint
force applied on it. Any connection for which the resulting connection strength
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is weaker than a predefined threshold is removed.The process of modifying the
connection strengths will be explained in detail after providing the details on
how to calculate the constraint forces.

For calculating the constraint forces that act on the system of particles of
the object, the positions of the particles are placed in a vector named q, such
that, for an n particle system, q is a 3n× 1 vector defined as:

q =

⎡
⎢⎣ q1

...
qn

⎤
⎥⎦ . (5)

A mass matrix M is defined in such a way that it holds the particles’ masses on
the main diagonal, and 0’s elsewhere. So a mass matrix for n particles in 3D is a
3n×3n matrix with diagonal elements {m1, m1, m1, m2, m2, m2, ..., mn, mn, mn}.

Finally, a global force vector Q is obtained by joining the forces on all parti-
cles, just as we did for the positions. From Newton’s Second Law of Motion, the
global equation on the particle system is as follows:

q̈ = M−1Q, (6)

where M−1 is the inverse of the mass matrix, M .
A similar global notation will be used for the set of constraints: Concate-

nating all scalar constraint functions form the vector function C(q). In 3D, for
n particles subject to m constraints, this constraint function has an input of a
3n × 1 vector, and an output of an m × 1 vector. In our case, this constraint
function consists of the scalar distance-preserving constraints in the form:

Ci(pa, pb) = ‖pa − pb‖ − di, (7)

where pa and pb are the positions of two particles connected to constraint i, and
di is the distance between the particles that needs to be preserved.

Assuming initial positions and velocities are legal, we try to come up with a
feasible constraint force vector Q̂ such that the distance preserving constraints
are held. In other words, for the initial conditions that satisfy C(q) = Ċ(q) = 0,
we are trying to find the constraint force vector Q̂, such that, when added to Q,
guarantees C̈(q) = 0. Taking the derivative of C(q), we get:

Ċ =
∂C

∂q
q̇. (8)

∂C
∂q is called the Jacobian of C, and will be denoted by J . Differentiating the
above formula once again with respect to time gives

C̈ = J̇ q̇ + Jq̈. (9)

Replacing q̈ according to relation 6 and adding the constraint forces gives

C̈ = J̇ q̇ + JM−1(Q + Q̂). (10)
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where Q̂ is the unknown constraint force vector. Setting C̈(q) = 0 gives

JM−1Q̂ = −J̇ q̇ − JM−1Q. (11)

In order not to break the balance of the system, it has to be assured that no
work is done by the constraint forces in system, for all valid position vectors:

Q̂.q̇ = 0, ∀q̇|Jq̇ = 0. (12)

All vectors that satisfy this requirement can be written as

Q̂ = JT λ, (13)

where λ is a vector with the same dimensions as C. The components of λ are
known as Lagrange multipliers and they tell how much of each constraint gradi-
ent is mixed into the constraint force. From 11 and 13:

JM−1JT λ = −J̇ q̇ − JM−1Q. (14)

Note that the above formula is a system of linear equations of the form Ax = b
where A is a matrix and x and b are vectors. By calculating the λ vector from
equation 14 and placing it in equation 13, the constraint force vector Q̂, which
satisfies the given rigidity constraints can be calculated.

Additionally, to ensure that the λ vector is a physically realizable solution
for the system, the conjugate gradient method [11], which gives the minimum
norm solution of the system, is used since the minimum norm solution of the
system is also the physically realizable one.

Once a crack is invoked at some point of the model, due to some external
or internal force, the connection strengths are modified procedurally. Obviously,
the connections that are close to the crack region will be affected more than
the connections that are far away from it. The strengths are modified grad-
ually as given in the following algorithm. However, weakening the connection
strengths uniformly produces cracks that are visually artificial. Hence, in order
to introduce a randomness into the crack pattern, some connections are made
weaker than the others. These connections, and the amount of weakening are
selected randomly (lines 9-11). This operation introduces no performance loss,
yet it is very successful in generating crack patterns. Moreover, even though two
geometrically same objects are broken under the same conditions, the system
produces distinct final cracks. In addition, with this modification, formation of
longer cracks is achieved.

Fig. 2 compares the effect of modifying the connections with and without the
given technique. The object in (a) is broken with the original algorithm, while
(b), (c), and (d) are broken with our modified one. It is easily observable how
the crack patterns change every time the algorithm is run. In addition, with the
technique used here, not only a successful randomization in cracks is achieved,
but also the cracks formed after the fracture are longer.
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Algorithm: modifying the connection strengths

changeConnectionStrengths(latticeNode1, latticeNode2, −change)
1 decrease the connection strength between latticeNode1 and latticeNode2

by change
2 change ← α × change where 0 < α < 1
3 for latticeNode ∈ {latticeNode1, latticeNode2}
4 select selNeighborNode ∈ neighbors of latticeNode randomly
5 str ← connection strength between selNeighborNode and latticeNode
6 str ← str − β × change where 0 < β < 1 and β > α
7 connection strength between selNeighborNode and latticeNode ← str
8 for (neighborNode ∈ neighbors of latticeNode) ∧

(neighborNode �= selNeighborNode)
9 if change ≥ τ where τ is a predefined threshold
10 changeConnectionStrength(latticeNode, neighborNode,

change)
11 endif
12 end
12 end

(a) (b) (c) (d)

Fig. 2. A comparison of the crack patterns generated by modifying the connection
strengths (a) uniformly (b-d) with the given algorithm

4 Results

This section presents the important results generated by our system. The movies
for the animations given in the figures, are accessible through the Internet. For
viewing these, please visit the web page:

http:\\www.cs.bilkent.edu.tr\~aysek\research.php.
Fig. 3 shows an adobe wall struck by a heavy weight. The wall, which consists

of 4080 tetrahedra with 8897 shared faces, is fixed to the ground and experience
collision only with the heavy ball. In addition, since it is the only breakable
object in the scene, the fracture calculations are done only for it.

In Fig. 4, cleaving is used to make the connections passing through the middle
of the table’s surface weaker than the rest of the surface to give a more realistic
look.

Three major steps take place during the creation of an animation. The first
step, generation of the object models, is performed once for an animation scene,
and the results are stored in a file. This is a very fast process, taking only a few
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Fig. 3. An adobe wall breaking under the impact of a heavy ball

Fig. 4. Glass table breaking under the impact of a heavy ball

seconds even for very large numbers of tetrahedra. The second step, creation of
the animation, is the most time consuming one. The time required in this step for
the animation shown in Fig. 3 was 4437 seconds, giving an average calculation
speed of 61.7 seconds/frame. As it can be seen from the performance graph in
Fig. 5, the generation of the frames that are created just after the shattering
occurs took significantly more time than the average. The main reason for this is
the big number of contacts that occurred between the newly created fragments.
After a few frames, the calculation durations stabilize near 55 seconds. The time
required for the third step, visualization of the results, greatly depends on the
material qualities of the object in the animation scene.

Fig. 5. Calculation times for the breaking wall animation on a 1.6 GHz Pentium4
machine
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5 Conclusion

This study explores and implements a method for animating brittle fracture
realistically. The implementation follows the method explained in [12]: The ob-
jects are represented as tetrahedral mesh and lattice models as explained in
Sect. 2. In our implementation, as an improvement to the existing model, the
constraint strengths are further modified by some heuristics in order to simulate
the irregularity in the material properties.

Naturally, the number of the tetrahedra increases with respect to the com-
plexity of the object geometry, and for generating visually improved animations.
However, the time required for generating the animation increases as this number
increases. Another limitation stems from the space requirements. The files de-
scribing the geometry of a high-resolution tetrahedral object are quite large. As
a result of this drawback, the tetrahedron meshes for the samples illustrated in
Sect. 4 were generated just as dense to illustrate the breaking behavior. However,
higher-quality animations could have been generated.

The animation generated by the formulation presented in previous sections
outputs a fracture effect where there are several fragments consisting of single
tetrahedron. Although, Smith et. al. suggest in [12] that particles consisting of a
single tetrahedron can be eliminated without loss of visual effects, this approach
results with gaps around the cracks that seem to originate from nowhere. There-
fore, in this study, single tetrahedron objects are left as is. However, this resulted
with identical looking fragments, which can be seen in the results section.

As explained in previous sections, the constraint-based model is not sufficient
on its own to mimic real world. Since the lattice construction assigns masses to
tetrahedra according to their volumes, the density of objects stay uniform at
every point of their bodies. This imposes that an object is never weak at some
parts of its body, and this results in a uniform shattering effect, which seems
dull. Since it is desirable to have irregularities in objects’ mass distributions;
some techniques are implemented in order to eliminate such uniformities by
modifying the constraint strengths. The first class of these techniques, which
are done as preprocessing, include applying noise function on an object that
assigns different strengths to different parts of a body in a random manner, and
using a cleaving function, which modifies the strengths at given regions. With
cleaving, the animation can be controlled dynamically, by assigning strengths
appropriately to regions that are desired to fall apart or stay intact. The other
technique involves changing the strengths dynamically during the process. This
presents good results, and require no user processing on models.
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Abstract. Tracking free form objects by fitting algebraic curve models to their 
boundaries in real-time is not feasible due to the computational burden of fitting 
algorithms. In this paper, we propose to do fitting once offline and calculate an 
algebraic curve space. Then, in every frame, algebraic curves from the search 
region of curve space are evaluated with the extracted edge points. The curve 
that has the smallest error according to some error metric is chosen to be the fit 
for that frame. The algorithm presented is for tracking a free-form shaped ob-
ject, moving along an unknown trajectory, within the camera’s field of view 
(FOV). A discrete steady-state Kalman filter estimates the future position and 
orientation of the target object and provides the search area of curve space for 
the next frame. For initialization of the Kalman filter we used the “related 
points” extracted from the decomposition of algebraic curves, which represent 
the target’s boundary, and measured position of target’s centroid. Related points 
undergo the same motion with the curve, hence can be used to initialize the ori-
entation of the target. Proposed algorithm is verified with experiments.  

1 Introduction   

Implicit algebraic curves have proven very useful in many model-based applications 
in the past two decades. Implicit models have been widely used for important com-
puter vision tasks such as single computation pose estimation, shape tracking, 3D sur-
face estimation and indexing into large pictorial databases [1-8].  

Tracking techniques are based on matching tokens from the image. They are ex-
tracted along the sequence and are used as measurements for the tracking algorithm. 
There are several tracking approaches in the literature. Most of them can be divided 
into four groups:  

1.  3D based methods use precise geometrical representation of known objects. 
These type of methods present a considerable computational load that can not be justi-
fied by a real-time system most of the time. However, they have been applied for 
tracking individual vehicles in traffic scenes by using expensive hardware [9].  

2. Feature-based methods track individual tokens such as points, lines or curves 
[10]. These methods present two main disadvantages [11]: they do not provide ex-
plicit grouping of tokens moving with coherent motion and are quite sensitive to  
occlusion.  
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3. Deformable model-based methods fit models to the contours of the moving ob-
jects of the scene [11]. They exhibit initialization problems [12]. When moving ob-
jects are partially occluded in the scene, initialization fails, since models can not be 
adapted to the real objects.  

4. Region-based methods define groups of connected pixels that are detected as be-
longing to a single object that is moving with a different motion from its neighboring 
regions [13]. Region tracking is less sensitive to occlusion due to the extensive infor-
mation that regions supply. Characteristics such as size, shape, or intensity can di-
rectly be obtained from them.  

In this paper, we are interested in tracking a free-form object whose boundary can 
be described by a planar algebraic curve. We will only consider rigid motion of the 
object along an unknown trajectory. An implicit curve will be fitted to the target once 
and curve space covering all the translations and orientations for that algebraic curve 
will be calculated offline. We will use a unique decomposition [2,8] of algebraic 
curves to obtain feature points for initialization of position and orientation. Decompo-
sition represents such curves as a unique sum of products of (possibly) complex lines. 
The real intersection points of these lines are so called “related-points”, which map to 
one another under affine transformations.  The block diagram of Fig. 1 summarizes 
the steps involved in the proposed scheme. 

 

 

Fig. 1. The complete diagram for target tracking algorithm 

2   Planar Algebraic Curves 

2D curves can be modelled by implicit algebraic equations of the form, where 
),( yxf n

 is a polynomial in the variables x, y, i.e. =
ij

ji
ijn yxayxf ),(  where 

nji ≤+≤0  (n is finite) and the coefficients ija are real numbers [1].  Algebraic 

curves of degree 1, 2, 3, 4… are called lines, conics, cubics, quartics…etc. Fig. 2 
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shows some objects with their outlines modelled by a 3L curve fitting procedure de-
tailed in [14].  

In the sequel, we will focus on the tracking of quartics and note that results can 
easily be extended to higher degree algebraic curves.  

  

             

Fig. 2. Objects and their free form 3L curve models 

2.1   Decomposed Quartics and Related Points 

It has been shown in [2,3] that algebraic curves can be decomposed as a unique sum 
of line factors, the intersection of which are examples of related-points. Considering 
an accordingly decomposed monic quartic curve:  
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The intersection point { }ppp yxd ,=  of any two non-parallel line factors, such as 

ijij
T
ij kylxXL ++=  and qrqr

T
qr kylxXL ++= , can be defined by the ma-

trix/vector relation:  
 

)(
0

0

1
1

1
ijqr

qrij

ijqrqrij

p

p
p

p

qrqr

ijij ll
kk

klkl

y

x
y

x

kl

kl
−÷

−
−

==  (2) 

In the case of closed-bounded quartics, we have two pairs of complex-conjugate 

lines, i.e. *
4142 LL =  *

4344 LL = , the intersection points of which are real. For track-

ing, we will be using the centroid of the bounding curve and these two related points.  
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For the robust calculation of the orientation of the free-form curve, we follow [16] 
and form two vectors originating from the center of mass to the two related points. 
The sum of these two vectors is a new vector that is quite robust against noise 
throughout the whole trajectory. The angle between this sum vector and the positive 
x-axis is defined to be the orientation of the curve (see Fig. 3).   

 

 
 

 

 

 

  

     

Fig. 3. Shows the tracked object with the center of mass, two related points and the correspond-
ing point used for orientation 

3   Tracking Using Kalman Filter 

Kalman filters are recursive filters which provide an unbiased, minimum-variance and 

consistent estimate kx̂ of a state vector kx . In this section the index k represents the 

discrete time.  Kalman filtering consists of a three-steps strategy named prediction, 
measurement and update. The prediction computes a first estimate of the state vector 

)(ˆ 1 −+kx  and of the covariance matrix defined as T
k k kP E x x= % % , where 

kk xxx ˆ~ −=  and E[.] is the average operator. )(ˆ −kx  denotes the prediction vector 

before measurement and )(ˆ +kx  refers to the updated vector after the measurement. 

Prediction equations are based on previous realizations of the updated vector )(ˆ +kx  

and the updated matrix )(+kP :  

  kkk wxfx ′++=−+ ))(ˆ()(ˆ 1   ,   kkk QPP ++=−+ )()(1  

                                     

(3) 

where kQ  is the covariance matrix of the noise kw′ , i.e. T
k k kQ E w w′ ′= . kQ  ref-

lects the adequacy of the model to describe the underlying physical system. The 
measurement step consists of the computation, through image processing routines, of 

visual features named the measurements: kz . Measurements are related to the state 

vector through the observation equation: 
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ˆk k kz Hx v= +  (4) 

where  H is the observation matrix and kv  is a measurement error, modelled as an 

uncorrelated noise. The final update step modifies the state vector according to the 

measurement kz , thus providing an updated estimate )(ˆ +kx . The equations 

describing the update step modify the state vector and the covariance through the 
following equations:  

1
( ) ( )T T

k k k k k k kK P H H P H R
−

= − − +  

[ ]( ) ( )k k k kP I K H P+ = − −  

[ ]ˆ ˆ ˆ( ) ( ) ( ( ))k k k k k kx x K z H x+ = − + − −  

 

 

 

(5) 

kR  represents the covariance matrix of the measurement noise kv , i.e. T
k k kR E v v= . 

The matrix kK  is called the Kalman gain and has the role of modulating the update 

of the state vector )(ˆ −kx  into )(ˆ +kx  by appropriately weighting the measurement 

error kv .   

3.1   Target Model 

In order to create a Kalman filter, an appropriate linear model of the target must be 
created. The model must describe the x and y coordinates of the target centroid and 
the orientation of the target. All three parameters are independent of each other. The x 
and y models are the same and based on Newton’s second law. The orientation is 
based on a moment equation.  

The state space representation of the model for the x and y coordinates and 
orientation in discrete time takes the form: 
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 (6) 

where T is the sampling period of the system and kw  is the disturbance applied to the 

object. 
Clearly, the state matrix and input vector are identical to the translational models. 

Therefore it is sufficient to use one model for all three parameters. Corke has used the 
Kalman filter as a solution to the visual servoing problem [15]. He used the filter to 
have an end-effector tracks an object, using a velocity based control scheme. He 
employed the recursive form of the filter and his target model was second order. In 
this work, we used the steady-state form of the Kalman filter in order to estimate the 
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position and orientation of the object between measurements. Since the system is at 
steady-state, a single equation is used to determine the filter: 

[ ]1k k k k k

A

x A KH x Kz Ax Kz+ = − + = +
�

14243
 

(7) 

4   Algebraic Curve Spaces 

Instead of fitting an algebraic curve to the boundary of the target at each frame, 
selecting a suitable curve among possible candidates decreases the computational 
complexity drastically. A curve space for the given target can found by first fitting an 
algebraic curve to the target’s boundary offline and computing all possible Euclidean 
transformations, rotations and translations, of that polynomial. 

4.1   Euclidean Equivalent Algebraic Curves 

A Euclidean transformation, E  is defined by both a rotation R  and a linear 
translation T ; i.e. 
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    The mathematical relationship defined by (9) will be abbreviated as XEX
E

→ , 

where R is an orthogonal(rotation) matrix, so that IRRRR TT == . 

In general, any two n-th degree curves, defined by a monic 0),( =yxfn  and a 

monic 0),( =yxfn , which outline the boundary of the same object in two different 

configurations will be Euclidean equivalent if:  

( , ) 0 (cos sin ,sin cos ) ( , ) 0
E

n n x y n nf x y f x y p x y p s f x yθ θ θ θ= → − + + + = =   (9) 

Instead of using the whole curve space as the search region for the next frame, 
estimated translation and orientation values from the Kalman filter is used to reduce 
the search region.  

4.2 Error Metrics 

For the evaluation of algebraic curves within the search region of our curve space, we 
use the sum of squared distances from the data points to the algebraic curves. For a 
collection of data points Γ , error is calculated as 



704 B. Yöndem, M. Unel, and Aytul Ercil 

 

x

y

40 60 80 100 120 140

40

50

60

70

80

90

100

110

120

 
Fig. 4. Algebraic curves in the search region for frame 50 and the selected curve with smallest 
error term 

Γ∈),(

2 ),(
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yxf  
  (10) 

    Other distance measures can also be employed for the evaluation of curves. For 
example, the sum of absolute distances from data points to the implicit curve is given 
as 

Γ∈),(

),(
yx

yxf  
 (11) 

    Yet another distance measure which approximates the true geometric distance can 
be calculated as follows: 

( , )

| ( , ) |
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f x y

f x y∈Γ ∇
 (12) 

5   Experimental Results 

For experiments we have used a Boomerang shaped object undergoing a rigid motion 
with a relatively complex trajectory. Object boundaries have been modelled by quar-
tic curves. For the initialization of the Kalman filter, related points of curves are ob-
tained from the decomposition of the curve. Figure 5 shows the ability of the filter to 
predict the x -coordinate of the target’s centroid. There is an overshoot when tracking 
fast changes in the x  direction. A better illustration of the performance can be seen in 
an error comparison. The objective is to track the measured signal, so it is assumed 
that the measure is the true coordinate position. So, the error is the difference between 
the predicted and measured value. The error values are low and within a band of  
(-/+)0.5 pixels when the target performs relatively uniform motion. When the target 
makes a maneuver, error values shows rapid increases, however the values converge 
to normal error values when the maneuver is over.  
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Fig. 5. X-Coordinate tracking of the target 
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Fig. 6. Y-Coordinate tracking of the target 
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Fig. 7. Orientation tracking of the target  

 
The y -coordinate, on the other hand was exposed to higher speeds and sharp ma-

neuvers. Figure 6 shows the y -coordinate position as a function of time, and it shows 

the predictor’s ability to track this trajectory.    
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In this case errors may reach values of 2 pixels due to the sharp maneuvers that the 
object performs in y direction. However, as in the case of x -coordinate when the 

manevuer is over error values turn to their normal values.  
Figure 7 shows the predictors ability to predict the orientation. This trajectory un-

dergoes large angle variations. This was done purposely since the orientation meas-
urement method was designed for any kind of angle perturbations. This method com-
pensates the estimation errors introduced by Kalman filter and thus improves the 
performance of the resulting fits.  

6   Conclusion 

We have now presented a method for tracking the position and the orientation of 2D 
free-form objects undergoing rigid motion. By using the fact that the related points 
undergo the same motion with the curve, we have employed a robust initialization for 
the Kalman filter. Reducing the curve-space into a lower dimensional one and calcu-
lating the possible curves offline eliminate the computational burden of fitting algo-
rithms. Results are promising and we are working on possible extensions of our 
method to the affine motion of lips and hands.  
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Abstract. We consider the problem of designing a vision system for tracking 
parcels moving on a conveyor belt. After computing parcels dimensions, i.e., 
length, width and height, at the entrance of the conveyor belt using a stereo 
camera pair, the vision system incorporates 30fps grayscale image input from 4 
cameras equally spaced over the conveyor belt, and computes in real-time the 
location of each parcel over the belt. The corner points of the tracked parcels 
are then sent to a controller, which arranges the parcels into a single line at the 
output. We use Lucas-Kanade-Tomasi (LKT) feature tracking algorithm as the 
base of our tracking algorithm: Corner points of a parcel from the previous 
frame are fed into the LKT algorithm to get the new corner coordinates of the 
parcel in the current frame. Although this approach tracks a parcel for a few 
frames over the belt, it is not enough for long-term successful tracking of a par-
cel. To achieve successful parcel tracking, an edge mapping is added as a re-
finement step following LKT corner tracking. In this paper we detail the design 
and implementation of our tracking software and show that the proposed algo-
rithms are novel and are able to track parcels in real-time. 

1   Introduction 

We consider the problem of designing a vision system for real-time tracking of par-
cels moving on a conveyor belt. The goal of the vision system is to compute the cor-
ner points of all parcels and send them to a controller, which arranges the parcels into 
a single line at the output. Thus the machine is called a “singulator”, as it arranges 
incoming parcels into a single line at the output. 

As shown in Figure 1, the singulator is made up of four parts. The first part is the 
gapper. It has a length of 1500 mm. at the start and 1650 mm. at the end. Gapper 
consists of several small parallel belts. When parcels come across the gapper, they are 
separated from each other. This would enable the vision system to detect each indi-
vidual parcel easily. The second part of the singulator is the 2000 x 1650 mm transi-
tion belts, which are observed by two cameras. As the parcels move over these belts 
in constant speed, their dimensions, i.e., length, width, and height, are computed. The 
third part of the singulator is the singulator bed that performs the actual parcel singu-
lation. The singulator bed consists of several parallel conveyer belts. There are 12 
rows and 7 columns of belts for total of 84 belts. The belts are connected to a control-
ler system, which can change the speed of each belt between 0 to 2.5 meter/sec by the 
help of servo motors. The job of the controller is to arrange the incoming parcels into 
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a single line at the output by intelligently adjusting the belt speeds. The final parcel 
output should be similar to the one depicted in Figure 1, where incoming parcels form 
a single line at the output and are also parallel to the x-axis. The last part of the singu-
lator is the roller junction or the diverter, which is used to direct parcels toward one of 
two takeaway belts. 

 

  

Fig. 1. Different views of the singulator 

 
For the controller to perform proper singulation of parcels, it must know parcels’ 

locations at all times. So there is a need for a system that would perform parcel loca-
tion computation in real-time and feed this information to the controller. This is the 
job of the vision system.  

In the design of the vision system, we use 6 cameras as shown in Figure 1. Each 
camera captures grayscale images at 30 fps. The first 2 cameras are positioned side-
by-side over the transition belts. Inputs from these cameras are used for initial parcel 
dimension computation. That is, the length, width and height of all incoming parcels 
are computed using the input from these two cameras. Since the parcels move at con-
stant speed along the x-axis over these belts, parcel tracking over the transition belts is 
not a problem. The actual tracking of a parcel starts when the center of a parcel enters 
the singulator bed. Since a parcel can rotate and translate over the singulator bed, 
tracking in this area is a formidable job. We use 4 equally-spaced cameras over this 
area for tracking purposes. Each camera’s view intersects with the one that comes 
before and after it. This makes it possible to view a parcel in more than one camera 
when it crosses camera boundaries, which makes tracking easier. The whole conveyer 
belt is calibrated with the vision system. This calibration enables conversion of pixel 
values on the images to the real life millimeter coordinates and vice versa.  
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In this paper we discuss the part of the vision system that performs real-time track-
ing of the parcels as they move over the singulator bed. We do not address the detec-
tion and height computation of parcels, which is performed using the input from the 
first two cameras. We assume that when the parcels arrive at the tracking area, that is 
the singulator bed, we already know their dimensions, i.e., length, width, height. The 
tracking software then uses these initial coordinates and inputs from 4 cameras to 
compute new parcel positions in real-time and feed this information to the controller. 
The tracking of a parcel continues until the center of the parcel leaves the singulator 
bed and enters the diverter.  

2   Real-Time Multi-camera Parcel Tracking 

As the main tracking algorithm we use an optical flow algorithm rather than a block 
match algorithm. It is because optical flow algorithms provide sub-pixel accuracy in 
acceptable computation times [1, 2]. We use Lucas-Kanade-Tomasi (LKT) [5, 8] 
feature-tracking algorithm as our base tracking algorithm. The motivation for using 
LKT was the algorithm’s successful results compared to other block matching and 
optical flow algorithms in some previous studies [6, 7]. Our general idea was to feed 
in a parcel’s known “corner” coordinates to LKT and get the parcel’s new corner 
coordinates in the current images. The tracked corners are then used to reconstruct the 
parcel’s 3D coordinates using the camera calibration. Since corners have rich texture 
information, they are more suitable to be tracked by optical flow algorithms [3].  

In section 2.1, we describe the details of our parcel tracking algorithm using the 
LKT tracker. We observe that LKT tracker alone is not enough for end-to-end track-
ing of parcels. So in sections 2.2 and 2.3 we describe refinements that were added for 
end-to-end successful tracking of parcels. In section 3, we present running time re-
sults of our algorithms. 

2.1   Using LKT for Parcel Tracking 

When parcels arrive at the tracking area, i.e., the singulator bed, their initial corner 
coordinates are known. So when the tracking starts, the 3D corner coordinates of a 
parcel and its height are assumed to be given to the tracker. The tracker’s job then 
boils down to the following: Given the corner coordinates of a parcel at time t, com-
pute the new corner coordinates of the parcel at time t + 33 ms, that is, at the current 
frame. As a first attempt to solve this problem, we use the following algorithm:  

 
1. Back-project the 3D corner coordinates of parcels to 2D pixel coordinates in 

the given image using the camera calibration 
2. Feed the back-projected parcel corner coordinates into LKT and get the new 

corner coordinates in the current image 
3. Compute the parcels’ new 3D coordinates using the corners tracked by LKT 

 
The idea is simple: To compute the new 3D corner coordinates of a parcel, we first 

back-project the current 3D corner coordinates to obtain the parcel’s 2D, i.e., image, 
corner coordinates in a given image. Recall that the system is fully calibrated, so the 
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back-projection gives precise results. We then feed these coordinates into LKT along 
with the current image and get a parcel’s new 2D corner coordinates in the current 
image. Finally, the new 3D corner coordinates are computed from the tracked 2D 
corner coordinates with the help of camera calibration. This is possible since the 
height of the parcel is known.   

Although all four corners of a parcel are fed into LKT for tracking, it is possible 
for LKT to lose tracking of some corners. But observe that 2 corners are enough to 
reconstruct the parcel since the dimensions of the parcel is already known. To handle 
such cases we have a detailed algorithm that computes the parcel’s new location given 
a set of tracked corner points. Clearly we need at least 2 corners to reconstruct  
the parcel.  

The above algorithm is repeated for each image. An additional consideration exists 
when a parcel is viewed by two cameras. This happens during transition times when a 
parcel moves from the view of one camera to the view of the next. We handle such 
cases as follows: If a corner is viewed with more than one camera, it is tracked by 
both cameras. We then select the best feature point as the new corner, where the best 
feature is defined to be the feature that has the bigger eigenvalue.  

Figure 2 shows the tracking results of the above algorithm. The top two images are 
from the stereo cameras observing transition belts, where the parcel dimension com-
putation is performed. The image below these two cameras is from the first camera 
looking at the entrance of the singulator bed, where the tracking starts. The 3 images 
displayed from top to bottom on the right are from the other 3 cameras that observe 
the singulator bed. A parcel entering the singulator will first be observed by the stereo 
cameras on the left. It will then move downward and will be seen by the camera be-
low these two cameras. The parcel will then appear on the top-most camera on the 
right and will move downward until it exits the singulator. In the figure we display the 
top-face of a parcel. If the tracking is successful, the back-projection will exactly fit 
on the parcel’s boundaries. Otherwise, the back-projection will show up at an irrele-
vant place on the belt. 

As both figures above show the algorithm is able to track a parcel for a few frames, 
but end-to-end tracking of a parcel cannot be sustained. This is clear on both figures 

 

 

Fig. 2. Screenshots parcels tracked by the LKT algorithm 
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above: When the tracking starts with the first camera, the parcels are almost tracked 
as evidenced by the back-projected top-face on the first camera. But as parcels have 
moved along the singulator bed, the tracking is lost as the back-projections show up at 
irrelevant places on the singulator. The failure is a result of insufficient image quality, 
lighting problems and color intensities of the conveyer: The LKT tracker is not able to 
track the corners of a parcel with high precision, which causes corner errors to com-
pound after several frames leading to tracking failure. 

2.2   Supporting LKT with Feature Detection 

With the observation that LKT is not able to successfully track all corner coordinates 
of a parcel, which leads to tracking failure, our next idea was to refine the LKT track-
ing results before reconstructing the parcel’s 3D coordinates. Specifically, after LKT 
returns the new corner coordinates, we run the feature detection algorithm of [3] 
around each tracked corner. We then move the tracked feature to this new detected 
feature if the detected feature is better than the tracked feature, where better is defined 
to be the feature that has the bigger eigenvalue. Notice that feature detection is run 
around each tracked corner rather than the entire image, which results in fast compu-
tation of relevant features. Here is the new algorithm: 

  
1. Back-project the 3D corner coordinates of parcels to 2D pixel coordinates in the 

given image using the camera calibration information 
2.  Feed the back-projected parcel corner coordinates into LKT and get the new cor-

ner coordinates in the current image 
3.  Apply a feature detection algorithm around the tracked features, pick the best 

feature and move the tracked feature to the detected feature if necessary 
4.  Compute the parcels’ new 3D coordinates using the tracked and refined corners 

 

  

Fig. 3. Screenshots of LKT Algorithm supported with feature detection 

Tracking results of this new refined algorithm is shown in Figure 3. With this new 
refined algorithm, we were able to track some parcels, which we were not able to 
track using just the LKT algorithm. But overall, the tracking failed for most of the 
parcels. Our conclusion was that parcel tracking solely based on parcel corners will 
not be sufficient for successful tracking of parcels. 
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2.3   Supporting LKT with Edge Detection and Mapping 

Armed with the conclusion from the previous section that parcel tracking solely based 
on parcel corners is not sufficient for successful tracking of parcels, we turned our 
attention to the other available feature of a parcel: Parcel edges. Our idea is first to run 
LKT as before to compute the approximate location of the parcel, and then try to find 
the real location of the parcel by mapping the parcel’s edges to the edges extracted 
from the images. Observe that the parcel’s real location will be around the vicinity of 
its approximate location as computed by the algorithm presented in section 2.2. The 
new algorithm is outlined below: 

 
1. Back-project the 3D corner coordinates of parcels to 2D pixel coordinates in the 

given image using the camera calibration information 
2. Feed the back-projected parcel corner coordinates into LKT and get the new 

corner coordinates in the current image 
3. Apply a feature detection algorithm around the tracked features, pick the best 

feature and move the tracked feature to the detected feature if necessary 
4. Compute the parcels’ new 3D coordinates using the tracked and refined corners 
5. Extract edge information from the images and fix the parcels’ coordinates using 

an edge mapping algorithm 
 

The first 4 steps of the algorithm are the same as the algorithm presented in section 
2.2. The only difference is the last step, which refines the computed parcel location 
using the edge information of the parcel. This step can be implemented in one of two 
ways: (1) Use an edge finding algorithm and extract possible edges from all images. 
Map the extracted edges to parcels’ edges and refine parcels’ locations with the 
mapped edge information, (2) Form a search space for possible parcel locations. Then 
test the validity of each hypothesis and pick the one that is the best. 

Although an algorithm that is based on (1) would be more robust, edge extraction 
is an expensive operation. Since our tracker needs to run in real-time, we use the sec-
ond approach. To implement this approach we proceed as follows: After approximate 
parcel location is computed using the algorithm in section 2.2, we form a small search 
space in 3D. We hypothesize that the center of the parcel in x-direction can be off by -
20, 0, 20, 40 mm, can be off in the y-direction by -20, 0, 20 mm, and the parcel orien-
tation can be off by  -15, 0, 15 degrees. So there are 36 different parcel location hy-
potheses to be tested. 

To test each hypothesis, we back-project the hypothesized 3D parcel corner coor-
dinates back to the 2D image coordinates. We then go over the back-projected edges 
of the parcel and test whether the virtual line fits any real edges within the image. 
Notice that this test must be very fast. So we use the famous line tracing algorithm by 
Bresenham [9, 10, 12]. This algorithm computes the pixels of an ideal line between 
two end points, and is known to use only integer arithmetic, which makes the imple-
mentation run very fast. Since there are 4 edges of a parcel, we take each edge of the 
parcel and use Bresenham’s algorithm to find the ideal pixels that the edge goes over 
the image. We then test whether each pixel on the line is an edge pixel for some par-
cel by comparing the intensity of 3 pixels above and below the current pixel. If the 
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Fig. 4. Screenshots of LKT Algorithm supported with edge mapping 

difference is bigger than some threshold, the pixel is assumed to be an edge pixel. For 
each hypothesis we count the number of edge pixels and pick the hypothesis that 
gives the biggest number of edge pixels as the parcel’s new location. 

Tracking results of this new refined algorithm is shown in Figure 4. It should be 
clear from the figures that we were able to track all parcels successfully. We ran the 
algorithm for a 25 seconds video sequence and observed that the algorithm success-
fully tracked all parcels without losing a single one.  

2.4   Edge Mapping Alone 

Edge mapping played a key role in the whole tracking system and led us to think what 
happens if we use only the edge mapping algorithm without LKT tracker. To use the 
edge mapping algorithm alone, it is clear that we need a larger search space. So we 
extended the search space as follows: (1) Change the center of the parcel in +x direc-
tion between 0 to 120mm in 20mm increments, (2) change the center of the parcel in 
y direction between –60 to 60mm in 20mm increments, and (3) change the orientation 
of the parcel between –15 to 15 degrees in 3 degrees increments. This search space 
corresponds to 539 different hypotheses.  

 

 
 

Fig. 5. Screenshots of using only an edge mapping algorithm 
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Tracking results of this algorithm is shown in Figure 5. Similar to the algorithm in 
section 2.3, this algorithm was able to track all parcels successfully without any miss. 
The problem with this algorithm turns out to be the running time as it is impossible to 
run this algorithm in real-time as discussed in section 3. 

3   Time Evaluations and Results 

In section 2.3 and 2.4 we presented two algorithms that successfully track parcels as 
the parcels move over the singulator bed. To test the feasibility of running these algo-
rithms in real-time, and compare them to each other, we run the algorithms on a 25 
seconds video sequence. As our testbed we use an Intel Pentium IV 1.90 GHz PC 
with 1 GB RAM. Since the video capture rate is 30 fps, a tracking algorithm must 
finish the computation of all parcel locations within 33ms to be real-time. 
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Fig. 6. Running time of the algorithm in section 2.3 based on LKT 
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Fig. 7. Running time of the algorithm in section 2.4 based on edge mapping 

Figure 6 shows the total running time of the algorithm presented in section 2.3 for 
each frame in the sequence. Recall that this algorithm first runs LKT to compute an 
approximate location of the parcel and then uses edge-mapping to refine the parcel’s 
location. As seen, total computation time is below 33ms for a majority of the frames. 
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Only around frame 450, where a lot of parcels enter the tracking area, does the algo-
rithm take more than 33ms. But we argue that by simply using a more powerful PC, 
or a PC with dual processors the algorithm can easily run in real-time for all frames. 
Observe that the algorithm is embarrassingly parallel in nature: LKT for each frame 
can be run on a different processor in a multi-processor system. Also edge mapping 
for each parcel can be done in separate processors.  

Figure 7 shows the total running time of the algorithm presented in section 2.4. Re-
call that this algorithm runs edge mapping alone. As seen, total computation time is 
well beyond 33ms for almost all frames. So we conclude that this algorithm is not 
suitable for use in a real-time system.  

4   Conclusions 

In this paper we address the design and implementation of a vision system to track 
parcels moving on a conveyor belt. The parcels may translate and rotate as they move 
over the belts. The job of the tracking software is to compute the location of all  
parcels in real-time and send it over to a controller system, which will then use this 
information to arrange the parcels into a single line at the output. We presented an 
algorithm that is based on the famous Lucas-Kanade-Tomasi tracking algorithm, and 
uses Bresenham’s line tracing algorithm as an edge mapping algorithm to refine the 
computed parcel locations. We showed that the algorithm successfully tracks all  
parcels for a given video sequence and runs in real-time. So it is suitable for use as the 
tracking software in this system. 
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Abstract. In 3D face recognition systems, 3D facial shape information
plays an important role. 3D face recognizers usually depend on point
cloud representation of faces where faces are represented as a set of 3D
point coordinates. In many of the previous studies, faces are represented
holistically and the discriminative contribution of local regions are as-
sumed to be equivalent. In this work, we aim to design a local region-
based 3D face representation scheme where the discriminative contri-
bution of local facial regions are taken into account by using a subset
selection mechanism. In addition to the subset selection methodology, we
have extracted patch descriptors and coded them using Linear Discrim-
inant Analysis (LDA). Our experiments on the 3D_RMA database show
that both the proposed floating backward subset selection scheme and
the LDA-based coding of region descriptors improve the classification
accuracy, and reduce the representation complexity significantly.

1 Introduction

Despite two decades of intensive study, the challenges of face recognition re-
main: changes in the illumination and in-depth pose problems make this a diffi-
cult problem. Recently, 3D approaches to face recognition have shown promise
to overcome these problems [1]. 3D face data essentially contains multi-modal
information: shape and texture. Initial attempts in 3D research have mainly fo-
cused on shape information, and combined systems have emerged which fuse
shape and texture information.

Surface normal-based approaches use facial surface normals to align and
match faces. A popular method is to use the EGI representation [2]. Curvature-
based approaches generally segment the facial surface into patches and use cur-
vatures or shape-index values to represent faces [3]. Iterative Closest Point-based
(ICP) approaches perform the registration of faces using the popular ICP al-
gorithm [4], and then define a similarity according to the quality of the fitness
computed by the ICP algorithm [5]. Principal Component Analysis-based (PCA)
methods first project the 3D face data into a 2D intensity image where the in-
tensities are determined by the depth function. Projected 2D depth images can
later be processed as standard intensity images [6]. Profile-based or contour-based

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 718–727, 2005.
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approaches try to extract salient 2D/3D curves from face data, and match these
curves to find the identity of a person [7]. Point signature-based methods encode
the facial points using the relative depths according to their neighbor points [8].

In this paper, we present a framework to represent faces locally by surface
patches. The motivations of employing local patches are twofold: 1) we can
analyze the contribution of local facial regions to the recognition accuracy of a
3D face recognizer, and 2) we can obtain a more compact face representation
using sparse feature sets. For the first case, we formulate the recognition problem
as a floating feature selection problem, and for the second case, we extract patch
descriptors, and code them using statistical feature extraction methods. The face
representation part is based on a novel variation of an ICP-based registration
scheme. Designed registration algorithm is very fast, and it makes use of a generic
average face model. As features, we have used the 3D coordinates and surface
normals of the registered faces.

The organization of the paper is as follows: Section 2.1 explains the regis-
tration algorithm. In Section 2.2, we provide our face description method and
the similarity measures. Detailed explanation of the patch-based representation
schemes are given in Section 2.3. The application of feature selection and extrac-
tion methods are explained in Section 2.4. Experimental results are presented in
Section 3.

2 The Proposed System

2.1 3D Face Registration and Dense Correspondence Establishment

Registration of facial data involves two steps: a preprocessing step and a trans-
formation step. In the preprocessing step, a surface is fitted to the raw 3D facial
point data. Surface fitting is carried out to sample the facial data regularly.
After surface fitting, central facial region is cropped and only the points inside
the cropped ellipsoid are retained. In order to determine the central cropping
region, nose tip coordinates are used. Cropped faces are translated so that the
nose tip locations are at the same coordinates. In the rest of the paper, we
refer to the cropped region as the facial data. After preprocessing of faces, a
transformation step is used to align them. In the alignment step, our aim is to
rotate and translate faces such that later on we can define acceptable similarity
measures between different faces. For this purpose, we define an average face
model in a specific position in the 3D coordinate system. Average face model
is defined as the average of the training faces. Each face is rigidly rotated and
translated to fit the template. Iterative Closest Point (ICP) algorithm is used
to find the rotation and the translation parameters. The correspondences found
between the template face and two arbitrary faces Fi and Fj by the ICP algo-
rithm are then used to establish point-to-point dense correspondences. The ICP
algorithm basically determines the nearest point on Fi to an arbitrary point on
the average face model. Therefore, for each point on the average face model, the
corresponding point on Fi is selected. If there are m points on the average face
model FA = {pA

1 , pA
2 , ..., pA

m}, we represent face Fi by the nearest m points on Fi,
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i.e Φi = {pi
1, p

i
2, ..., p

i
m}. Here, Φi denotes the registered face. This methodology

allows the ordering of 3D points on faces which is necessary to define similarity
between two faces.

2.2 Facial Features

Let Φi be the registered 3D face of the ith individual. In point cloud-based rep-
resentation, 3D coordinates of a facial point cloud are used as features. We can
represent Φi in point cloud representation as ΦP

i = {pi
1, p

i
2, ...p

i
m}, where pis

are the (x, y, z) coordinates of each 3D point the face and m is the number of
points in the face. In surface normal-based representation, surface normals of all
m points are used as features: ΦN

i = {ni
1, n

i
2, ...n

i
m} where nis are unit surface

normal vectors. Since the dense point correspondence algorithm produces an or-
dering of facial points, we define the distance between two faces Φi and Φj in
point-cloud representation as: D(ΦP

i , ΦP
j ) =

∑n
k=1 ||pi

k − pj
k|| where ||.|| denotes

Euclidean norm. The same distance function is used for the surface normal-based
representation technique. As a pattern classifier, 1−nearest neighbor algorithm
is used.

2.3 Local Patch-Based Representation of Faces

In this paper, we propose to use local patches for 3D face representation. Instead
of using all facial features extracted from every point on the facial surface, we
divide the face region into rectangular patches. Figure 1 depicts the patches on
a sample face.

We use two different patch representation techniques. The first technique
uses all the features extracted from each point inside the patches. Suppose that
there are k patches over the facial surface. In the first technique, the patch Γi is

Fig. 1. Illustration of full patch representation and patch descriptor representation for
point cloud and surface normal features
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represented by Γi = {pi
1, p

i
2, ..., p

i
q} where p’s are point cloud features, and there

are q points on the Γi. If all k patches are used to define a face Φ, then Φ can
be written as: Φ = ∪k

i=1Γi.
The second patch representation technique is based on patch descriptors. In-

stead of using all features, we compute a patch descriptor, and use this descriptor
to represent the patch. Formally, let di be the descriptor calculated from patch
Γi, then Γi = di. In this work, we use two patch descriptors. In point cloud
representation, average 3D coordinate of the patch points are used as di, and
in surface-normal representation, average surface normal of every point on the
patch is used as di.

The difference between the two patch representation techniques is that in
the first one, all surface features are stored in representing patch Λi, whereas in
the second, only one surface feature is stored. In the rest of the paper, we refer
to the first technique as full patch representation, and the second technique as
patch descriptor representation. The full patch representation technique is used
for floating feature selection, and the patch descriptor representation is used for
statistical feature extraction.

2.4 Feature Selection and Extraction Methodology

Subset Selection. We use near-optimal feature selection techniques to find the
most discriminating patch subsets for identification. Our aim is to find the patch
subset Ω = ∪c

i=1Γi where c << k (k = the number of patches over the facial
surface). In this method, full patch representation is used.

Formulating a local feature-based 3D face recognition problem as a subset
selection methodology has three important advantages: 1) Floating backward
elimination algorithm takes into account the dependencies between features, 2)
Regions which are not selected can be discarded from the representation, thus
allowing to reduce the representation complexity 3) Floating backward elimina-
tion is a supervised procedure which uses the class information in determining
the subsets. A similar approach was previously proposed for 2D face recognition
problem where floating forward selection algorithms and genetic algorithms are
used to determine 2D Gabor wavelets in [9]. In feature selection, the goal is to
find a subset maximizing a selected criterion. This criterion can be inter–class
distance measure or the classification rate of a classifier. The optimal solution
could be found by using exhaustive search. However, for higher dimensional prob-
lems, this solution is unusable. Alternative to optimal algorithms, several fast
sub–optimal algorithms can be used. In order to find the most discriminative
image locations of faces for recognition, we have used floating backward search
(SFBS). SFBS tries to remove a feature from the initial set, and then tries to
add previously removed features to the current set if the inclusion is beneficial.
Nested removal and addition operators in SFBS increases the run-time com-
plexity of the search process, however this methodology produces near-optimal
subsets.

Statistical Feature Extraction. Feature subset selection method can be
viewed as a dimensionality reduction technique. It selects the most useful fea-
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tures according to some criteria such as classification rate. An alternative would
be to use statistical feature extraction techniques for dimensionality reduction.
For this purpose, we propose to use Principal Component Analysis (PCA) and
Linear Discriminant Analysis (LDA) to extract features. For these methods, we
use patch descriptor representation of faces. Formally, let the face Φ be repre-
sented by k patch descriptors: Φ = {d1, d2, ...dk}. di’s can be 3-vectors for point
coordinates or surface normals. By applying PCA or LDA we form a new sub-
space of dimensionality s, (s << k × 3), and represent any face using PCA or
LDA coefficients: Φ = {c1, c2, ...cs}.

3 Experimental Results

In our experiments, we have used the 3D_RMA dataset [7]. Specifically, a subset of
the automatically prepared faces, which consists of 106 subjects each having five
or six shots, were used in the experiments. The data is obtained with a stereo
vision assisted structured light system. On the average, faces contain about 4,000
3D points, and they cover different portions of the faces and the entire data is
subject to expression and rotation changes. To be able to statistically compare
the algorithms, we have designed five experimental sessions. Training and test set
configurations of each experimental session are: S1 = T r : {1, 2, 3, 4}, T s : {5, 6},
S2 = T r : {1, 2, 3, 5}, T s : {4, 6}, S3 = T r : {1, 2, 4, 5}, T s : {3, 6}, S4 = T r :
{1, 3, 4, 5}, T s : {2, 6}, S5 = T r : {2, 3, 4, 5}, T s : {1, 6}. Numbers in T r and T s
sets denote which images of each subject are placed into the training and test
set, respectively. At each session, there are 193 test shots. In order to determine
the best subset Ωbest, we have to use only training instances, and then test the
accuracy of Ωbest on the test instances. For this purpose, four cross-validation
sets have been formed from training examples.

3.1 Subset Selection Results

Suppose that at the ith iteration of the SFBS algorithm, we have a subset Ωi

containing several patches. The recognition performance of Ωi is calculated as the
average of the four cross-validation experiments. We have divided the whole facial
region into 93 non-overlapping rectangular patches. Each face contains 3,389
points which are densely registered to the average face model. On the average,
central patches contain 36 points. Let ΩALL be the set containing all 93 patches.
The average recognition performance of ΩPC

ALL for point cloud representation in
five experiments is found to be 95.96 percent (See PC-All regions entry in the
Non-overlapping part of the Table. 1). In surface normal representation, the
average recognition accuracy of all regions, ΩSN

ALL, is 99.17 percent. By applying
the SFBS algorithm, we have found best subsets, ΩPC

BEST and ΩSN
BEST for point

cloud, and surface normal representations, respectively. The average recognition
performances of ΩPC

BEST and ΩSN
BEST in the test set are 96.79 and 98.14 percent.

The selected patches of ΩPC
BEST and ΩSN

BEST are shown in Figure 2 as dark
regions. These results confirm that by using SFBS method, we can reduce the
dimensionality of the face representation by half, an still have a comparable
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Table 1. Average classification accuracies of 1) floating backward selection of non-
overlapping regions, and 2) feature extraction of overlapping region descriptors (PC =
Point cloud rep., SN = Surface normal rep.)

Non-overlapping (93 regions)
Method Dimensionality Accuracy
PC - All regions 3,389 95.96
PC - Best Subset 53 × 36 96.79
SN - All regions 3,389 99.17
SN - Best Subset 48 × 36 98.14

Overlapping (327 regions)
Method Dimensionality Accuracy
PC - All regions 327 × 3 96.06
PC - PCA 70 90.88
PC - LDA 60 99.69
SN - All regions 327 × 3 99.28
SN - PCA 70 94.51
SN - LDA 40 99.69

Fig. 2. Selected regions (in dark color) using, Left: point cloud, and Right: Surface
normal representations

recognition accuracy. Note that the recognition performance of ΩPC
BEST is better

than ΩPC
ALL.

3.2 Statistical Feature Extraction Results

For PCA and LDA-based face representation methods, we use a different patch
formation scheme. In this scheme, we have formed overlapping regions over the
face, thus increased the number of patches. In these experiments, 327 overlap-
ping regions are formed, where the size of each patch is the same as in the
non-overlapping scheme. In the non-overlapping case, each region is described
by the 3D points lying on that region. In the overlapping case, each patch is
represented by a patch descriptor. In point cloud representation, the mean of
the 3D coordinates of each patch’s point cloud is used as a patch descriptor.
In surface normal representation, the mean of the surface normals of a patch is
used as a patch descriptor.

The mean recognition accuracies of the point cloud and surface normal rep-
resentations using patch descriptors are found to be 96.06 and 99.28 percent
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respectively (See PC-All regions and SN-All regions entries in the Overlapping
part of Table. 1). These are the classification accuracies of using all patch de-
scriptors without applying PCA or LDA. The use of patch descriptors in the
overlapping division scheme improved the classification accuracy when compared
to the non-overlapping case. It is found that dimensionality reduction using PCA
decreases the recognition performance to 90.88 and 94.51 percent for point cloud
and surface normal-based representations, respectively (See PC-PCA and SN-
PCA entries in Table. 1). However, LDA is found to be very beneficial in reducing
the dimensionality of patch descriptor-based face representation scheme. LDA
obtained 99.69 percent accuracy in both point cloud and surface normal repre-
sentations, using 60 and 40 features, respectively.

3.3 The Effect of Patch Resolution

In the previous section, we have presented the results of the classification ex-
periments where a fixed patch resolution is used for both overlapping and non-
overlapping patch division strategy. The patch height and width are selected to
be H/10 and W/10, where H and W denote the height and width of the cropped

Fig. 3. Different patch resolutions and the total number of patches found over a facial
surface
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mean face. We have shown that the use of 327 patch descriptors is slightly better
than using raw point clouds and surface normals, where patch-based classifica-
tion accuracies are ddepth = 96.06, dnormals = 99.28 and raw recognition accu-
racies are 95.96 and 99.17 percent for 3, 389 point clouds and surface normals,
respectively. This finding motivates us to analyze the effect of patch resolution
on the classification performance. For this purpose, we have used different patch
resolutions for segmenting the whole facial region. Figure 3 depicts a subset of
various patch resolutions that we have used. From coarse to fine scale, we have
extracted different face segmentations where the numbers of patches used are :
4, 9, 16, 25, 34, 45, 60, 72, 88, 105, 124, 145, 166, 183, 211, 230, 260, 243 and
207.

Table 2 displays the classification accuracies of surface normal-based and
point cloud-based patch descriptors on different patch resolutions. The first col-
umn shows the number of local patches formed over the face region and the sec-
ond column shows the average number of 3D points at each local patch. Patch
descriptors form a feature vector, and as in previous experiments, 1-nn algorithm
is used as a pattern classifier. Figure 4 graphically displays the recognition rates
found in Table 2.

It is evident by analyzing Table 2 that significant dimensionality reduction is
possible without a significant loss in classification accuracy. Recognition system

Table 2. Classification accuracies of surface normal and point cloud representations
for different patch resolutions. First column denotes the number of patches over the
facial surfaces and the second column shows the average number of 3D points in each
patch.

Number of Patch Surface Normal Point Cloud
Patches Density Accuracy Accuracy

4 866 65.80 39.59
9 375 92.64 72.64
16 225 94.61 86.01
25 136 95.96 91.81
34 99 97.62 92.64
45 84 97.62 94.82
60 64 97.93 95.34
72 47 98.86 95.34
88 39 98.86 95.75
105 32 99.17 96.17
124 27 99.17 95.86
145 24 99.28 96.37
166 26 99.07 96.17
183 19 99.28 96.37
211 18 99.17 96.48
230 15 99.17 96.06
260 13 99.17 96.06
243 12 99.07 96.58
207 12 99.17 96.27
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Fig. 4. Recognition accuracy versus patch number plot for surface normal and point
cloud-based face representations

can obtain a very good accuracy using approximately 100 patch descriptors.
Using only 105 non-overlapping patches, the system obtains 99.17 and 96.17
percent recognition accuracies, and using more patches does not improve the
accuracy significantly. These results indicate that the local patch idea which
can be considered as a local averaging operator, helps to filter out redundant
information. Another advantage would be the de-noising characteristic of local
averaging operation. However, in our experimental face database, since we have
no local perturbations or noise, this behavior is not visible.

4 Conclusion and Future Work

In this work, we have proposed a local patch-based 3D face representation
and recognition system. The motivations behind the patch-based representation
scheme are i) to find out the important facial regions for identity recognition
and ii) to use a more compact representation. The registration of faces is accom-
plished by establishing a dense point-to-point dense correspondence between a
given face and an average face model. ICP-based registration with the average
face model allows an ordering of face vertices. Thus we can define an acceptable
similarity measure between any two face.

Two different patch representation schemes are devised where the first scheme
uses all feature points over the patch (full patch representation) and the second
scheme extracts descriptors and uses them to represent patches (patch descriptor
representation). Floating backward search algorithm is used to find out the useful
local regions over the faces in full patch representation. Experimental results
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on the 3D_RMA dataset show that using nearly half of the 3D surface points,
we can get a better recognition accuracy when compared to using the whole
facial structure. We also showed that it is very effective to represent faces using
patch descriptors in combination with LDA. Experiments related to the patch
resolutions indicate that it is useful to code facial features using sparse patch
descriptors without a significant classification accuracy loss.

We are currently extending our methodology to include different feature se-
lection methods, and to use other surface descriptors other than 3D point co-
ordinates and surface normals. As future work, we plan to include a unifying
framework of feature selection and statistical feature extraction methods using
a multi-resolution scheme where the patch sizes are selected dynamically.
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Abstract. Scalable video coding (SVC) offers flexible adaptation of video 
bitrate through spatial, temporal and SNR scalability. Recently, it has been 
shown that SVC can achieve comparable coding performance with the state of 
the art nonscalable codec H.264 and since then, SVC has regained its popularity 
among researchers. In this work, a streaming system for scalable H.264 videos 
has been implemented. In the system, a flexible rate adaptation module selects 
an appropriate bitstream by considering motion dynamics of video in cases of 
packet loss in the network and buffer drain at the receiver. In this paper, the 
developed system has been introduced and the performance results of the 
implementation have been reported. Experimental results show that the system 
reacts to congestion and buffer drains in a flexible way and maintains interrupt-
free display througout the whole video. 

1 Introduction 

The goal of current research in the field of video coding is to develop flexible 
compression approaches to support video services in heterogeneous environments. 
Scalability, which allows for partial decoding of a single bitstream depending on the 
availability of system resources such as bandwidth, memory and display resolutions, 
is the expected functionality to fulfill this requirement. In 2003, to promote the 
research on scalable coding, MPEG initiated a standardization activity known as 
Scalable Video Coding (SVC). Since then, scalability has been the main topic of 
many research groups and the volume of information on scalability in literature has 
increased tremendously [1]. 

For video data, there are three dimensions of scalability: Temporal scalability 
means that frame rate of the video can be adjusted. Spatial scalability refers to the 
capability of decoding video frames at different resolutions. SNR scalability allows 
adjusting the target data rate by changing the quantization parameter [2]. 

Scalability can be attained by a layered coding approach which distributes the 
video information over a number of layers. The most fundamental information to 
reconstruct the video is placed on a layer which is called the base layer. Other layers, 
i.e. the enhancement layers, provide additive information to increase video quality. 
An enhancement layer requires a base layer and lower enhancement layers to be able 
to be decoded. The more layers the decoder receives, the better qualities it will 
receive [2]. 
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Fig. 1. A nonscalable encoder 

Nonscalable coding schemes are based on a hybrid structure given in Fig. 1. Hybrid 
structures are difficult to be incorporated in scalable coding schemes based on a layered 
architecture. This is because of the fact that hybrid architectures maintain the state of an 
assumed decoder within a predictive feedback loop to minimize prediction errors [1, 3, 
4]. However, in layered 
coding, some enhance-
ment layers may be 
dropped due to network 
congestion and end 
system capability limits. 
Hence, the decoded 
video at the encoder and 
at the receiver will not 
be the same. As a result, 
a drift occurs between 
the encoder and the 
decoder. Various 
methods have been 
proposed to eliminate 
the drifts [4]. Among 
these methods, motion compensated temporal filtering (MCTF) is commonly agreed to 
be the best solution to this problem [5]. 

MCTF based codecs perform motion compensation through the lifting properties of 
filter banks, which are cascaded sequences of prediction and update steps (Fig. 2). 
Because lifting is invertible, any motion compensation technique can be incorporated 
into the prediction and update states of the filter bank. As shown in Fig. 2, unlike 
traditional codecs with closed loop architectures given in Fig. 1, MCTF based codecs 
have an open loop structure of a temporal subband representation. Open loop 
architectures offer the possibility to efficiently incorporate spatial and SNR 
scalability. The recent results have shown that MCTF scheme with scalability support 
can achieve comparable coding performance with the state of the art nonscalable 
H.264 codec, and even sometimes it outperforms H.264 [6]. 
 

Fig. 2. A scalable encoder: Lifting scheme (Analysis Filterbank) and Inverse Lifting Scheme 
(Synthesis FilterBank) 
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wait_for_rtcp_report(); 
while (1) 
{ 
 if (SLR>thr1) rate=minrate; 
 else if (SLR>thr2) FAST_Decrease(); 
       else if (SLR>thr3) SLOW_Decrease(); 
               else if (SLR<thr4) ADDITIVE_Increase(); 
 wait_for_rtcp_report() 

} 

Fig. 3. Rate adaptation algorithm for packet losses 

With their inherent properties to support temporal, spatial and SNR scalability, 
MCTF schemes have attracted the attention of JVT experts. JVT initiated an activity 
to investigate how H.264/AVC can be extended to include scalability aspects. For 
many reasons, H.264/AVC is a suitable candidate to be implemented in a scalable 
manner. For example, by using the highly efficient motion model of H.264/AVC in 
connection with a block adaptive switching between the Haar and the 5/3 spline 
wavelet, prediction and update steps in MCTF are similar to motion compensation 
techniques in generalized B slices of H.264/AVC. Recently, a reference codec 
software that incorporates scalability into H.264/AVC has been prepared [7].  

In this study, a streaming system that delivers scalable H.264 videos has been 
implemented. The target of this study is to investigate how scalable extension of 
H.264 standard can be utilized to solve the rate adaptation problem that is inherent in 
video streaming systems. The system performs scaling in cases of network congestion 
and in the danger of buffer draining at the client by switching to a lower quality 
substream. The target substream is selected by considering motion dynamics of video. 
This paper is organized as follows: The developed system is introduced in Section 2. 
Experimental results are presented in Section 3. Finally, Section 4 is the conclusion.   

2 The Developed System 

The developed system has client/server architecture. The server software accepts 
connection requests from clients, streams videos to clients and performs content 
adaptive QoS adaptation considering network status and buffer level at the client site. 
Client software receives video packets, places them into a buffer and consumes them 
from the buffer on a GOP basis. In relation to buffer management, it also tracks the 
buffer occupancy and notifies the server in case of an undesired change in buffer 
level. Detailed information about the building blocks of the system is given in [2]. 

The developed system uses RTP for unicast data transfer. Network statistics are fed 
back to the server via an accompanying protocol called RTCP. For the exchange of 
control messages, UDP is used. Scalable H.264 videos are packetized according to the 
guidelines given in the related Internet draft [9]. 

Rate adaptation module is an important component of the streaming server. This 
module is invoked either by the arrival of an RTCP report indicating the existence of 
congestion or by the arrival of a control message from the receiver notifying a danger 
of buffer underflow at the receiver. 

The algorithm in Fig. 3 
is executed when conges- 
tion is detected in the 
network. To differentiate 
between a prolonging and 
transient congestion, loss 
statistics are smoothed with 
a low pass filter. The 
system adjusts its data rate 
according to the level of 
congestion. The more 
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wait_for_buffer_notification_message() 
{ 
if (buffer level <10 sec) 
   { 
     if (network_lightly_loaded)  
         Decrease_packet_interval()  
     else SLOW_Decrease(); 
   } 
if (buffer level>30 sec) ADDITIVE_Increase(); 
wait_for_buffer_notification_message(); 

} 

Fig. 4. Outline of the buffer management algorithm 

severe the congestion, at the higher rate the video quality is reduced. Currently; thr1, 
thr2, thr3 and thr4 values are 30%, 15%, 5% and 2% respectively. A smoothed loss 
rate (SLR) value greater than thr1 means the network is SEVERELY congested and 
video quality is decreased to the minimum level. When the SLR is between thr1 and 
thr2, the congestion level is considered to be HIGH and video rate is reduced sharply 
imitating a multiplicative decrease policy. If the SLR value is between thr2 and thr3, 
the congestion is at MEDIUM level and the video quality is decreased in smaller 
steps. The prevailing quality is maintained for SLR values between thr3 and thr4. 
Finally, the network is considered to be LIGHTLY_LOADED when the SLR value is 
below thr4. In this case, video quality is increased in additive manner. 

Another event that invokes the adaptation module is the arrival of notification 
messages about an important change in buffer level. Client buffers incoming packets 
to reorder the packets that have arrived out of order, to compensate the effects of jitter 
and to accumulate a sufficient amount of video data prior to playback to decrease the 
likelihood and frequency of 
buffer drains. Experiments 
show that a prebufferring 
period of 15 sec. is adequate 
for the system.  

Buffer occupancy drops 
when consumption rates from 
the buffer is greater than the 
input rate to the buffer. This 
occurs when the sender 
remains slow to send packets 
in time or when the delay in 
the network causes the input 
rate to the buffer to decrease. 
In general, delay statistics increase prior to congestion periods. Tracking buffer 
occupancy may be a practical way of commenting on network delay. When a control 
message indicating that the buffer level is below 10 sec. is received from the client, it 
is assumed that the buffer will drain in short time. Provided that there is no packet 
loss, the first action is to decrease the sending interval between two consecutive 
packets by a small amount with the expectation that the drop in the buffer level is due 
to a slow sender. If this does not help, the decrease in buffer level is considered to 
have resulted from a delay prior to congestion and video quality is decreased to 
alleviate the network load. If the buffer completely drains, the consumer thread 
pauses for 5 secs. On the other hand, if the buffer level has risen above 30 sec, it is 
assumed that there is no delay and video quality is increased in additive manner. If 
buffer notifications and RTCP reports indicating congestion arrive at the same time, 
the algorithm in Fig. 3 takes precedence over the algorithm in Fig. 4 since losses have 
more crucial effects than the delay. 

There are two important points to be emphasized in the adaptation algorithm. The 
first one is that frequent rate switches are avoided not to disturb the viewer. This is 
achieved by keeping the interval between consecutive quality decreases (increases) at 
least 10 (20) sec. This also lets the effects of the last adaptation operation have taken  
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place in the network. Secondly, when there is no loss and delay, video quality is 
increased in additive manner because a sudden large increase in quality may itself 
result in congestion. 

An important property of the rate adaptation module is that it is content-aware. 
Motion dynamics of video segments is taken into account to select the most 
appropriate bitstream during rate adaptation decisions. Motion content of videos can 
be practically determined by an analysis at macroblock level [8]. H.264 videos consist 
of I, B and P macroblocks. I macroblocks are coded independently of other 
macroblocks. They are also used as reference for other macroblock types. P and B 
macroblocks are obtained by prediction from one or more reference pictures. The 
difference between the two is that P macroblocks are predicted from pictures of one 
reference list whereas B macroblocks are predicted from pictures from one or two 
reference lists.  Skipped macroblocks are a special kind of predicted macroblocks. 
The target block is skipped in case where there is little or no difference between the 
macroblock(s) in the reference frame(s). 

Counting the number of different types of macroblocks in video scenes is a 
practical method to distinguish segments with different motion dynamics [10, 11]. In 
the case of H.264 videos, motion compensated prediction is performed on 
submacroblocks with sizes of 16x16, 16x8, 8x16 and 8x8 samples. 8x8 
submacroblocks are further divided into partitions with sizes of 8x4, 4x8 and 4x4 
blocks. Similarly, intra-prediction is performed on blocks with sizes of 16x16 or 4x4 
samples. Therefore, it is more appropriate to analyze the motion content by counting 
the number of 4x4 blocks of each macroblock type on GOP basis. Our motion 
analysis module concludes that, a GOP is said to have high motion dynamics if the 
intracoded content exceeds 20% in that GOP. If the sum of the number skipped blocks 
and the number of blocks predicted from more than one reference picture is higher 
than 45%, that GOP has low motion content. Otherwise, that GOP is considered to 
have motion content of medium level.  

When a new video is added to the system, motion analysis is performed and the 
video is segmented considering motion dynamics. Motion type and location of each 
segment are stored in a metafile to use during content-aware rate adaptation process. 

As given in Fig. 3, video rate is reduced at a fast or slow rate. In the case of 
congestion at HIGH level; to imitate a multiplicative decrease strategy, the fast rate 
reduction policy is followed by dropping all FGS layers, one quality layer and one 
temporal layer at once. In the case of congestion at MEDIUM level, video rate is 
reduced in smaller steps, imitating an additive decrease policy. At first, FGS layers 
are dropped one by one. If this does not help, video rate is reduced further by 
dropping layers or temporal levels. Scaling dimension is determined by considering 
motion dynamics to maximize perceptual visual quality. In segments with high 
motion content, details within a frame may not be important because, frame contents 
change rapidly. Therefore, quality layers are dropped one by one during dynamic 
scenes. On the other hand, temporal scaling may be more appropriate for scenes with 
low motion content, since there is little or no change between successive frames,  
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which makes details more visible and dropping frames does not degrade the  
perceptual quality a lot. In the scenes with medium level of motion, a balance 
between the two types of scalability is tried to be maintained.  

Rate adaptation module increases video rate when the network is lightly loaded and 
there is no problem with the buffer space at the client. As previously mentioned, 
quality increases are performed in additive manner. A temporal level is added during 
scenes with high motion content where as a quality layer is added when the content is 
static. More detailed explanation about the rate adaptation algorithm is given in [2]. 

3 Experimental Work 

The streaming system introduced in the previous section has been implemented on 
Sun Ultra Sparc workstations running Solaris 2.8 operating system. RTP library has 
been obtained from Lucent Technologies. POSIX4 and Pthread libraries have been 
used to provide realtime support and concurrency, respectively.  
 The developed system has been tested on an Ethernet LAN network with a client 
workstation, a server workstation and a PC running CLOUDTM software between 
them. CLOUDTM  enables the PC to act as a router by forwarding packets sent from 
one workstation to the other one. It also simulates actual WAN environment by 
dropping and delaying packets in accordance with a given loss and queuing delay 
pattern. 
 Various experiments have been carried out to observe the behavior of the system 
in various congestion scenarios. Loss rates conveyed with RTCP reports have been 
smoothed with a low pass filter to avoid unnecessary rate regulations due to transient 
increases of loss rate values. During congestion periods, loss values are associated 
with queuing delay values, which refer to the amount of time the CLOUDTM software 
keeps the video packets in its buffer. Another delay type that has affected the behavior 
of the system in the experiments is the transmission delay which is a function of the 
bandwidth demand and the bit rate of the channel. Unlike queuing delay, transmission 
delay can not be configured with CLOUDTM. Transmission delay can be calculated by 
dividing the amount of data to be transmitted by the channel bit rate. 
 In the following subsections, we will present the experimental results for a 
scenario in which the rate adaptation module is excluded from the system and for 
another one in which the rate adaptation module is integrated into the system. In both 
of the experiments, the system has been tested with two videos one of which has 
significantly higher bandwidth demand than the other one. The properties of these 
videos have been presented in Table 1. These videos have been encoded with the 
recently implemented JSVM 1.0 reference codec for scalable H.264 videos [7]. In the 
experiments, CLOUDTM has been configured to generate congestion for a period of 
approximately 60 secs. The queuing delay during congestion is configured to vary 
within the range [2000-4000] msec. For better simulation of the actual WAN 
environment, CLOUDTM is configured to drop and delay a small fraction of video 
packets throughout the experiment. 
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Table 1. Properties of video sequences used in the experiments 
 

  Layer No Resolution Frame rate Min bit rate Max bitrate 

VIDEO 1 0 176x144 3.75, 7.5 fps 49.06 kbit/s 229.73 kbit/s 

  1 176x144 0.9375, 1.875, 3.75, 7.5, 15 fps 43.25 kbit/s 348.67 kbit/s 

  2 352x288 0.9375, 1.875, 3.75, 7.5, 15 fps 84.65 kbit/s 939.63 kbit/s 

  3 352x288 0.9375, 1.875, 3.75, 7.5, 15 fps 85.26 kbit/s 2046.88 kbit/s 

  4 352x288 0.9375, 1.875, 3.75, 7.5, 15, 30 fps     85.61 kbit/s 3137.51 kbit/s 
            

VIDEO 2 0 176x144 7.5,15 fps 217.29 kbit/s 951.63 kbit/s 

  1 176x144 1.875, 3.750 , 7.5 ,15 fps 194.60 kbit/s 1341.80 kbit/s 

  2 352x288 1.875, 3.750 , 7.5 ,15, 30 fps 462.08 kbit/s 4583.42 kbit/s 

  3 352x288 1.875, 3.750 , 7.5 ,15, 30 fps 463.03 kbit/s 8494.76 kbit/s 

  4 704x576 1.875, 3.750 , 7.5 ,15, 30 fps 597.36 kbit/s 15628.82 kbit/s 

  5 704x576 1.875, 3.750 , 7.5 ,15, 30, 60 fps 598.83 kbit/s 31402.10 kbit/s 

 
1. EXPERIMENT 1: System Behavior without the Rate Adaptation Module 

 
It is adequate to examine the 
buffer statistics to understand the 
behavior of the system when the 
rate adaptation module is 
omitted. In this experiment, video 
quality is kept at the highest level 
throughout streaming. When the 
initial buffering period is over, 
buffer level remains constant for 
30 sec and declines due to the 
large transmission delay induced 
by the high bandwidth demand. 
Buffer level drops below 10 sec at t=90 sec. Since adaptation module is omitted, no 
action is taken to increase the buffer level. Therefore, buffer drains at t=130 sec and 
the consumer thread pauses for 5 secs.  to accumulate new packets in the buffer. 
When the consumer thread wakes up, 4 secs. of video has been stored in the buffer. 
Due to the large transmission delay, buffer quickly drains again. As a consequence, 
the consumer thread pauses again. This cycle is repeated throughout streaming. The 
graph in Fig. 5 has been obtained in the experiment with Video1 when there is no loss 
and delay in the network. It has been observed that buffer status has worsened when 
congestion is applied to the system. In the experiments with Video2, the first buffer 
drain occurred earlier and buffer drains were more frequent. 
 
2. EXPERIMENT 2: System Behavior with the Rate Adaptation Module 
 
Fig. 6 shows the states of system variables during the experiment with Video1. In this 
experiment, congestion occurs between t=480 sec. and t=545 sec. Therefore, rate 
adaptation decisions are based only on buffer status throughout the experiment except 
during this interval. Rate adaptation module considers both congestion level and 
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Fig. 5. Buffer statistics when rate adaptation 
module is omitted 
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buffer status within the interval [480 sec.- 545 sec.]. Streaming starts with the initial 
quality settings Layer=2; Temp. Lev. = 2 and FGS Layer = 0. The system switches to 
better qualities after probing experiments that indicate the availability of sufficient 
network capacity. Buffer level increases during prebuffering period and remains 
constant until t=50 sec., where Layer=3, Temp.Lev.=4 and FGS Layer=0. The 
corresponding quality increase introduces higher network load and higher 
transmission delay. Therefore, a small decline in buffer occupancy is observed at t=50 
sec. At t=75 sec., the Layer variable is set to the highest possible value, increasing the 
network load and transmission delay further. As a consequence, buffer level falls 
below 10 sec. quickly. In sequence, the consumer thread increases its consumption 
interval by 10 % for approximately 20 secs.  and  notifies the server about the 
decrease in buffer level. The server responds by decreasing the transmission interval 
by 10%. The effects of these actions are observed as an increase in buffer level. As 
buffer level has been rising above 10 sec., video quality is enhanced with the addition 
of FGS layers. It should be noted that the server invalidates the trick with the 
transmission rate when the video quality is changed. At t=130 sec., video quality 
reaches the highest level with the settings Layer=4, Temp.Lev.=5 and FGS Layer=2. 
This quality level increases the network load and transmission delay, resulting in a 
drop of buffer level below 10 sec at t=140 sec. It has been observed that the tricks 
with consumption and transmission rates have not been helpful at that quality level. 
Therefore, the server responds to the drop in buffer level by dropping FGS layers. As 
FGS layers are dropped, the decrease in buffer level stops. After all FGS layers have 
been dropped, buffer level starts to rise again. At t=195 sec., buffer level is above 10 
sec. Consequently, quality is increased by adding FGS layers. At t=225 sec., video 
quality reaches the highest level, increasing the network load and transmission delay. 
Buffer level drops below 10 sec again. The server takes the necessary actions to 
increase the buffer level and this cycle repeated until t=480 sec, when the congestion 
starts. CLOUDTM software has been configured such that queuing delay values 
significantly increase before packet loss starts. This is reflected in buffer status as a 
quick drops in buffer level. It has been observed that buffer level falls down to 5 sec. 
during congestion. While configuring CLOUDTM software, the loss percentages have 
been selected in such a way that the congestion level would be HIGH or MEDIUM 
during congestion period. As explained in the previous section, rate adaptation 
module drops all FGS layers, one quality layer and one temporal level when RTCP 
reports indicate the existence of heavy congestion. When the congestion is at medium 
level, quality is decreased by dropping FGS layers, if there are any. If all FGS layers 
have been dropped, a temporal layer or a quality layer is dropped in accordance with 
the motion dynamics of the current scene. As shown in Fig. 6, the adaptation module 
decreases the quality down to the level with the settings Layer=1, Temp. Lev=1 and 
FGS Layer=0. After t=525 sec., packet losses start to decrease and congestion is 
completely removed at t=540 sec. After this point, there is no packet loss and queuing 
delay. The transmission delay introduced by the current quality level is low due to the 
low bandwidth demand with the prevailing settings Layer=1, Temp. Lev.=1 and FGS 
Layer=0. Therefore, buffer level starts to increase at a high rate. After buffer level 
exceeds 10 sec., the rate of increase in buffer level gets smaller. It has been observed 
that the buffer level increases up to 18 sec. As the buffer level increases, rate 
adaptation module increases video quality since there is no congestion. As a 
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consequence, network load and transmission delay increase and buffer level starts to 
decrease at t=575 sec. It falls below 10 sec. at t=700 sec after the video quality has 
been switched to the best level. The same behavior that is observed before the 
congestion period repeats until the end of the experiment. 
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 Fig. 7 shows the states of system variables during the experiment with Video2. As 
explained previously, Video2 imposes higher bandwidth demand than Video1. 
Although the same congestion pattern in the previous experiment has been applied, 
the graph in Fig. 7 depicts momentarily increase in congestion at t=110 sec., t=145 
sec and a congestion period of MEDIUM level has been observed between t=180 sec. 
and t=220 sec. When the graph is carefully examined, it is seen that packet losses 
occur in a short time period after FGS layers are started to be added. This shows that 
addition of a FGS layer increases the network load such that the available bandwidth 
becomes insufficient to meet the bandwidth requirement. As a consequence, the 
application itself causes congestion. During the congestion interval [180 sec.- 220 
sec], buffer level falls quickly below 10 sec. due to packet losses  and high 
transmission delays. In this experiment, it has been observed that dropping only FGS 
layers has not been adequate to increase the buffer level above 10 sec. as in the  
experiment with Video1. Both quality layers and temporal layers have been dropped 
in order to increase the buffer level by reducing the transmission rate even if there is 
no congestion. At t=420 sec., the configured congestion period starts. Due to the 
heavy congestion, video quality is quickly reduced down to the level with the settings 
Layer=0, Temp. Lev.=1 and FGS Layer=0. At t=480 sec., both packet loss and 
queuing delay have been removed. Due to the prevailing low quality levels, network 
load and transmission delay is low. Consequently, buffer level rises above 10 sec. 
quickly and video quality is increased. As the network load increases, transmission 
delay starts to increase and buffer level starts to decrease. At t=520 sec., it falls below 
10 secs. The tricks with consumption and transmission rates help to increase the 
buffer level above 10 sec. without reducing video quality. After Layer and Temp. Lev. 
settings reach the highest values, quality is enhanced with the addition of FGS layers. 
However, in a short time after the first FGS layer has been added at t=550 sec., the 
bandwidth demand increases above the network capacity and a momentarily increase 
in packet loss is observed. In sequence, adaptation module drops the currently added 
FGS layer to relieve the network status. 

Fig. 6. Experiment with Video1 when the 
rate adaptation module is included 

Fig. 7. Experiment with Video2 when the 
rate adaptation module is included 
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 When the graphs in Fig. 6 and Fig. 7 are compared, it is seen that Layer and Temp. 
Lev. settings have been managed to be kept at the highest values (Layer=5, Temp. 
Lev.=5) throughout the experiment with Video1 as long as no congestion exists. 
Dropping only FGS layers has been adequate to keep buffer level around 10 sec. 
During the experiment with Video2, a video stream with much higher bandwidth 
demand than that of Video1, rate adaptation module had to drop quality layers and 
temporal layers in addition to FGS layers to keep buffer level above 10 sec. Secondly, 
due to the excessive network load introduced with FGS layers, we observed that the 
application itself caused congestion which was not configured with CLOUDTM 
software.  
 Finally, when the results of EXPERIMENT1 and EXPERIMENT2 are compared, it 
is seen that the rate adaptation module responded to the congestion properly and 
prevented the buffer from getting emptied throughout the experiment. In 
EXPERIMENT1, buffer has drained frequently resulting in gaps during display. 
During EXPERIMENT2, gaps due to buffer drain have been eliminated by the actions 
of the rate adaptation module, resulting a much more better perceptual quality and 
higher satisfaction of viewers. 

4 Conclusion 

In this study, a streaming system for scalable H.264 videos has been implemented. 
The system reacts to congestion in the network and drops in buffer level at the client 
side by switching to a lower quality substream. The system is content adaptive in the 
sense that it considers motion dynamics during rate adaptation process. The system 
has been tested with various network conditions. The experimental results show that 
the system properly reacts to changes in congestion level and buffer occupancy. The 
system is suitable to be used for Internet video streaming where losses occur any time 
unpredictably. 

Currently, the reference software JSVM1.0 is at the stage of development. New 
features that will be useful in streaming applications are continuing to be added to the 
codec. As a future work, we plan to reflect the effects of the new features to our 
streaming system for more effective streaming. Another goal is to extend the system 
to be used in video multicast applications to investigate the benefits of scalable codecs 
in supporting clients with different resolutions. 
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Abstract. Blotch detection and removal are important subjects for archive 
video restoration. In this work, spatial segmentation based post-processing has 
been proposed to increase the detection performance of the SDIa blotch detec-
tor. Furthermore a novel pixel based correction method that determines the new 
values of blotched pixels from spatio-temporal correlation is developed. Ex-
perimental results show that the proposed approach gives significant detection 
and correction performances and outperforms previously proposed techniques. 

1   Introduction 

Archive film materials are particularly degraded by blotch, scratch, flicker and noise. 
Blotches are significant degradations that mainly originate from the loss of film gela-
tine and dirt particles covering the film surface. Blotch is basically impulsive noise 
and leads to discontinuity because it appears randomly in the image sequence and 
hence the probability of existence of blotch at the same place in succeeding frames is 
very low.  

It is possible to consider the removal of blotches from image sequences as a two 
stage process, firstly detecting the missing locations, and then correcting the detected 
regions using spatio-temporal methods. Several techniques have been proposed for 
the detection stage in the literature [1-4]. The simplest method SDIa (Spike Detection 
Index) that detects blotch regions, using motion compensated preceding and following 
frames, by thresholding the minimum of backward and forward squared pixel differ-
ences has been proposed in [1]. SDIa is capable of achieving a high correct detection 
rate however usually results in too many false alarms. To reduce the false alarms that 
arise from edges, morphological post-processing has been proposed in [2]. This post 
processing improves the detection rate of SDIa but false alarms caused from local 
object motion or incorrect global motion compensation are not eliminated adequately. 
In [3], a ROD (Ranked Order Difference) detector that arranges pixels from motion 
compensated previous and subsequent image regions and applies a three stage thresh-
olding to them has been proposed. These three thresholds control the number of cor-
rect detections and false alarms but the difficulty of determining these three thresh-
olds constraints the effectiveness of this method. Therefore, a simplified ROD detec-
tor (S-ROD) that uses only one threshold has been proposed in [4].  

In the correction stage, a multi-stage median filter (MMF) that is a concatenation 
of median filtering operations can be used to correct the missing data regions as  
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proposed in [5]. A texture synthesis method for computer vision applications has been 
proposed in [6], which models texture as a Markov Random Field (MRF) and finds a 
new pixel value for each unfilled pixel according to the squared difference matching 
criteria. In [7], long-range correlation based image information restoration has been 
proposed to recover lost image blocks using a long search region according to the 
luminance transformation based MSE criterion for a given block.  

None of the aforementioned detection methods is able to detect blotches that occur 
at the same spatial location in subsequent frames (i.e. occluded blotches). This is the 
main drawback of these methods. In our work, segmentation based post processing is 
enforced to the SDIa detector output in order to improve correct detection rate while 
reducing false alarms. In the correction stage, a new pixel based correction method 
that determines the new values of blotched pixels from temporal correlation based on 
[6] and [7] is proposed. 

2   Blotch Detection and Removal 

The degraded image ( )xI  can be modelled as  

( ) ( )[ ] ( ) ( ) ( )xcxbxyxbxI ×+×−= 1  
(1) 

where ( )xb  is a detection variable that determines degraded ( ( ) 1=xb ) or clean 

( ( ) 0=xb ) pixels, and ( )xc  is the observed intensity value of blotched pixels. The 

detection stage intends to estimate ( )xb  for each pixel. The aim of the correction 

stage is to find the new value ( )xy  for blotched pixels (i.e. pixels for which ( ) 1=xb ). 

2.1   Blotch Detection  

The SDIa detector calculates the intensity value of each pixel from corresponding 
pixels of neighbouring frames and if the squared difference values of both differences 
are larger than a predetermined threshold, the pixel is flagged as a blotch. This 
method can be expressed as in (2). 
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where ( )ieb   is the backward, and ( )ie f  is the forward squared pixel difference and 

T  is the threshold that determines whether the pixel is a blotch or not.  
This method gives comparably high correct detection rates but results in too many 

false alarms and is furthermore highly sensitive to global motion compensation accu-
racy. Another problem is that occluded blotches cannot be detected. To overcome 
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these problems, segmentation based post processing is proposed in this paper to im-
prove performance as shown in Fig. 1. 

 
 
 

 
(a)                           (b)                           (c) 

Fig. 1. a) Observed (blotched) image frame, b) blotch detected pixels and, c) determining the 
blotch region using spatial segmentation 

In Fig. 1-a, a synthetic image that contains 7 real image regions and one blotch is 
given. The binary detection image obtained with SDIa, which contains missed pixels 
as well as incorrectly detected pixels in the detection process, is shown in Fig 2-b. 
The proposed segmentation based post-processing that uses spatial segmentation and 
detection is shown to enforce accurate blotch detection. Controlled segmentation is 
performed in place of segmenting whole image frame to reduce the computational 
load. Segmentation is enforced around each detected pixel to establish its correct 
shape according to a segmentation threshold ( ST ). If the absolute difference between 

the detected pixel and any pixels around the detected pixel is smaller than ST , these 

pixels are labelled as part of the segment. This operation goes on recursively along the 
labelled pixels until there are no pixels that satisfy the condition. If any detected pixel 
has already been labelled along the process, that pixel is skipped and the process con-
tinues with the other detected and unlabeled pixel. In the proposed approach, missed 
blotch regions are decided if the ratio of the sum of blotch detected pixels to the total 
number of pixels within the segment is larger than a given completeness threshold 
( cT ). Otherwise, i.e. if this ratio is smaller than the threshold, a false alarm is given 

and detected pixels in the segment are marked as clear. Furthermore, to eliminate 
false detections resulting from noise, each segments size is checked and if any seg-
ment size is equal to one pixel only, that pixel is marked as non-blotched. 

Artificial white and black blotches are introduced to image sequences randomly in 
order to test the detection performance of the methods. Example original and ran-
domly blotched frames, as well as SDIa blotch detection and segmentation based post 
processed detection results for the “Silent” test sequence are given in Fig. 2 and Fig. 3 
to show the benefit of post processing. False detections in SDIa arising from local 
motion and the effect of post processing are shown in Fig. 2-c and Fig. 2-d,  
respectively. 

In Fig. 3-c, missed detection occurring as a result of occluded blotch regions is 
shown. Segmentation based post-processing helps to improve the correct detection 
rate of the detector and provides correct detection results (See Fig. 3-d). 

 

False alarms Missed blotch Blotch 
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Fig. 2. a) Original frame, b) Blotched frame, c) SDIa detection and d) segmentation based post 
processing results for frame #32 of the “Silent” sequence 

Fig. 3. a) Original frame, b) Blotched frame, c) SDIa detection and d) segmentation based post 
processing results for frame #93 of “Silent” sequence 

2.2   Blotch Removal 

In this paper a new pixel based correction method that determines blotched pixels new 
values using spatio-temporal correlation is proposed. Our method uses a contour 
based correction strategy similar to [6] and uses luminance transformation based 
matching criteria as given in [7]. The proposed method is operating as follows: 
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If ( ) 1' =xb  for the current image (Note that ( )xb'  shows the post-processed ( )xb ); 

1. Take a square window around position x (local window). 
2. Find the best matching luminance transformed remote window from large 

search windows of preceding and succeeding image frames for the local 
window; skipping all blotched regions. Note that the centre pixel of the re-
mote window should be non-blotched. 

3. Put the centre pixel of the best matched luminance transformed remote win-
dow to the corrected image ( ( )xy' ).  

In this work, MSE is used as a matching criterion in the form of 

( )[ ] ( )[ ] ( ) ( )( )[ ]jirvjiljimjim
p

MSE
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where up  is the total number of used pixels, M is the window size, ( )jimr ,  is the 

remote window blotch mask, ( )jiml ,  is the local window blotch mask, ( )jil ,  is the 

local window pixel, ( )jir ,  is the remote window pixel, and ( )v  is the luminance 

transform. The best matched remote window searching procedure is executed as 
shown in Fig. 4. To match the remote window to the local window using the MSE  
criterion, a first-order polynomial function given in (4) is used as the luminance trans-
form similar to [7]. 
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In this equation 0α  and 1α  can be denoted as additive and multiplicative lumi-

nance transform coefficients, respectively and these coefficients are computed as 
given in (5). 
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(5) 

The new value of a blotched pixel is then computed as 

( ) ( )( )2/)1(,2/)1(,' ++= MMrvjiy bm ,   M  is odd number (6) 

where ( )jiy ,'  is the corrected pixel value, and bmr  is the best matched remote  

window.  
Correction results for a part of frame #22 of the “Hall Monitor” sequence are 

shown in Fig. 5 to give an idea about the visual performance of the proposed correc-
tion method. 
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(t-1). frame 

 
(t+1). frame 

 
 
 
 

 
t. frame 

( )bmbmbm MSEMSEMSE 21 ,min=  

Fig. 4. Best matched remote window searching strategy from preceding and succeeding image 
frames 

    
(a) (b) (c) (d) 

Fig. 5. a) Original, b) artificially blotched, c) MMF [5] corrected, and d) proposed correction of 
the image part of frame #22 of the “Hall Monitor” sequence 

It is shown in Fig. 5-c that MMF can not correct occluded blotch areas (the black 
blotch region) and gives unsatisfactory results in cases of local motion. The proposed 
method presents superior performance in this manner. 

3   Experimental Results 

Fig. 6 shows ROC (Receiver Operator Characteristics) curves obtained for the “Si-
lent” test sequence using SDIa [1], SDIa with post-processing method proposed in 
[2], S-ROD [5] and SDIa with our segmentation based post-processing method. It is  
 

bmMSE1  

bmMSE2  



 Blotch Detection and Removal for Archive Video Restoration 745 

 

seen in Fig. 6 that our segmentation based post processing highly improves the correct 
detection rate of the SDIa and reduces the false detection rate, significantly outper-
forming all other methods. 

 

 

Fig. 6. ROC curves results for blotch detection methods 

For the correction stage, MAD (Minimum Absolute Difference) and PSNR (Peak 
Signal to Noise Ratio) results for original and corrected “Silent” and “Hall Monitor” 
test sequences are given in Fig. 7 and Fig. 8, respectively. These figures show that our 
correction method gives enhanced results in the overall. 

 

     
           (a)        (b) 

Fig. 7. a) MAD, and b) PSNR results for the “Silent” test sequence 

In Table 1, average MAD and PSNR results for the “Silent” and “Hall Monitor” 
sequences are shown. These results also confirm that the proposed method outper-
forms MMF based correction. 
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           (a)        (b) 

Fig. 8. a) MAD, and b) PSNR results for the “Hall Monitor” test sequence 

Table 1. Mean values of the MSE and PSNR results for “Silent” and “Hall Monitor” sequences 

mean(MAD_MMF)=0.0392 
mean(PSNR_MMF)=35.2878 dB 
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mean(MAD_proposed)=0.0197 
mean(PSNR_proposed)=40.2828 dB 

mean(MAD_MMF)= 0.0143 
mean(PSNR_MMF)=41.2092 dB 

H
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mean(MAD_proposed)=0.0092 
mean(PSNR_proposed)= 44.0769 dB 

 

Note that in the presented results the following parameters are used: local and re-
mote window sizes are taken as 15=M , and the search window size is set to 41. The 
segmentation threshold is taken 10=ST  and completeness threshold cT  is chosen to 

be 0.5.  
In future works, it is planned to adaptively change the completeness threshold cT  

according to segment size.  

4   Conclusion 

New methods for the detection and removal of blotches are proposed in this paper to 
improve the visual quality of archive film sequences that are degraded as a result of 
blotches. Initially, a segmentation based post-processing approach has been proposed 
to increase the detection performance of the SDIa detector in this paper. Additionally 
a new pixel based correction method that determines the new value of blotched pixels 
using spatio-temporal correlation is implemented. Experimental results demonstrate 
that the proposed detection and correction methods outperform previously proposed 
techniques. 
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Abstract. Error-concealment techniques provide a simple framework to
compensate transmission distortions without incurring additional delays
and wasting bandwidth resources which are crucial for real-time applica-
tions over networks with limited resources. In [1], we have presented an
error concealment technique utilizing discrete wavelet transform (DWT)
for embedding macroblock-based best-neighborhood-matching (BNM)
information into the original image in order to utilize spatial redundancy.
In this paper, we investigate the performance of Best-neighborhood-
matching and Wavelets based Error-Concealment (BWEC) algorithm in
bursty mobile satellite channels. We show that this technique is specifi-
cally promising for bursty mobile satellite channels suffering a wide range
of packet losses, at the expense of some degradation in the perceptual
quality of the original image and computational burden.

1 Introduction

The problem of error control and concealment in image and video communication
is becoming increasingly important because of the growing interest in multimedia
delivery over unreliable channels such as wireless networks and the Internet.

When transmitting image and video data over satellite channels, the trans-
mitted data may suffer from losses or errors due to fading, propagation anoma-
lies, intentional jamming, or other user interference [2]. The lore in the wireless
environment is that if the propagation delay is small and latency requirements
are not stringent, automatic repeat request (ARQ) techniques may become a
feasible solution for the error recovery as compared to forward error correction
(FEC) mechanisms [3,4]. FEC, ARQ and hybrid FEC/ARQ schemes may fail es-
pecially for the realtime applications with high propagation delay, and subject to
transmission over channels with high error rates [5]. Alternatively, error conceal-
ment (EC) approach is a relatively new yet an effective way to recover the lost
information at the decoder. Compared to other error control mechanisms, error
concealment has the advantages of not consuming extra bandwidth as in FEC
mechanisms and not introducing retransmission delay as in ARQ mechanisms.
Fortunately, error concealment techniques can be used to supplement FEC and
ARQ when both FEC and ARQ fail to overcome the transmission errors [6].

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 748–758, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Performance Study of an Image Restoration Algorithm 749

The main purpose of EC techniques is to obtain a close approximation of
the original signal or attempt to make the output signal at the decoder least
objectionable to human eyes. Human eyes can tolerate a certain degree of dis-
tortion in image and video signals, unlike the case in data transmission where
lossless delivery is absolutely required. Various approaches have been proposed
for image and video EC [7,8].

In previous work, we have proposed BWEC algorithm, an error conceal-
ment technique utilizing discrete wavelet transform for embedding macroblock-
based BNM information into the original image in order to utilize spatial redun-
dancy [1]. In this work, we show that BWEC algorithm is specifically promising
for bursty mobile satellite channels suffering a wide range of packet losses. Our
paper is organized as follows: The next section describes BWEC algorithm and
land mobile satellite (LMS) channel model employed in our work. Experimen-
tal results and performance analysis are presented in Section III. Finally, we
conclude with discussions and future work in Section IV.

2 Background

2.1 BWEC Algorithm

DWT is widely used in signal processing for signal analysis, denoising, compres-
sion and it is also the basis of JPEG2000 image compression standard. DWT
decomposes a signal into lowpass and highpass components by using filter banks.
These subbands vary in spatial frequency and orientation. Two-dimensional
DWT leads to a decomposition of approximation coefficients at level j in four
components: the approximation (lowpass signal) at level j+1, and the details
(highpass signals) in three orientations (horizontal, vertical, and diagonal). This
process can be further repeated to construct higher-order decompositions. DWT
has advantages such as space-frequency localization, hierarchical multi-resolution
presentation, superior human visual system (HVS) modelling and adaptivity [9].
In our algorithm, BNM information is embedded into DWT level 2 and 1 detail
coefficients of host image, excluding the LL2 subband to limit visual degradation.
Traversal order of coefficients is determined by a shared-key dependent pseudo-
random permutation of the wavelet coefficient addresses. This is an oblivious
method since this embedding scheme allows the encoder to extract the water-
mark without the original image by using the shared key.

The dissimilarity measure, Δ, for two macroblocks is simply the total absolute
difference of all pixel values from those compared macroblocks, i.e.,

Δt =
Ns,Ns∑

i,j

∣∣αt
ij − α̃t,m

ij

∣∣ (1)

where αt
ij is the pixel value of the tth reference macroblock and α̃t,m

ij is the mth

checked macroblock in the neighborhood of Ns ×Ns pixels, where the reference
macroblock is the tth reference macroblock.
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Fig. 1. Block diagram of BWEC algorithm

BWEC algorithm, depicted in Fig. 1, can be stated in steps as follows:

At the encoder,

1. Read in the original image, Ñ , with size of N1 × N2 pixels.
2. Find the BNM macroblock address for each macroblock, with size Nb × Nb

pixels, in its neighborhood of Ns × Ns pixels. Thus, there are N1×N2
Nb

2 mac-
roblocks in the image and (Ns

Nb
)2 domain macroblocks in each neighborhood

mask.
3. Take DWT of the original image.
4. Our data embedding scheme is a modified version of the wavelet based

method, studied by Chang et al. in [10].
It works by changing position of DWT coefficients with the following condi-
tion:

if W[j] = 1,
Exchange C[i] with max(C[i], C[i+1],
C[i+2], C[i+3], C[i+4])

else
Exchange C[i] with min(C[i], C[i+1], C[i+2],
C[i+3], C[i+4]).

where C[i] is the ith DWT coefficient of host image and i is jth element of
A[j], the shared-key dependent pseudorandom permutation of the wavelet
coefficient addresses. W[j] is the jth element of binarized BNM address vec-
tor constituting the watermark. This scattered selection of host coefficients
allows the scheme to embed watermark in a spatially-distributed manner.
Therefore, this aspect increases the robustnesss of our scheme against mac-
roblock losses and localized artifacts.

5. Take IDWT (inverse discrete wavelet transform) of the modified multireso-
lution representation.
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6. Apply error-detection-coding (EDC) into the watermarked image, which is
simply to convert first and last Nedc pixel values of each macroblock to the
nearest even or odd value. This is a simple method of least-significant-bit
(LSB) fragile watermarking.

Then, the image is transmitted through the error-prone channel and mac-
roblocks are lost according to the channel statistics.

At the decoder,

1. Determine the lost macroblocks of the received image via utilizing the em-
bedded EDC pattern. If the pattern is not detected, mark that macroblock
as lost.

2. Take DWT of the received image.
3. Determine BNM macroblock addresses for the lost macroblocks using the

embedded watermark:

if CR[i] > median (CR[i], CR[i+1], CR[i+2],
CR[i+3], CR[i+4])

WR[j] = 1
else

WR[j] = 0.

where CR[i] is the ith DWT coefficient of received image and i is jth ele-
ment of A[j], the shared-key dependent pseudorandom permutation of the
wavelet coefficient addresses. Please note that since both parties share the
same key, they are able to generate exactly the same coefficient address se-
quence. WR[j] is the jth element of extracted binarized BNM address vector
constituting the watermark.

4. Reconstruct the image by replacing each lost macroblock with BNM block
of the extracted address. If that neighbor is lost as well, replace with the
average of healthy neighbors in the BNM window.

2.2 LMS Channel Model Based on Lutz’s Model

The congestion of radio spectrum in the lower L/S band (1-2 GHz) and the
maturing of Ka-band (20/30 GHz) technologies are creating a lot of interest in
the Ka-band for satellite communications [11]. Therefore, we have adopted a
Ka-band LMS model based on Lutz’s model [12], which is a special case of the
multistate channel model applicable for a nonuniform propagation environment,
for evaluation of BWEC algorithm. The Ka-band mobile satellite transmission
mainly includes the following propagation impairments: effects related to the tro-
posphere (or weather) and the effects due to the environment in the vicinity of
the receiver. The former denoted as ω includes rain attenuation, gaseous absorp-
tion, cloud attenuation, scintillation etc. The later denoted as β is the same as in
other frequency bands (L/S), and basically consists of shadowing/blockage and
multipath fading effects. These two effects represented by ω and β are assumed
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Fig. 2. Lutz’s simulation model for satellite channels. The signals s(t), r(t), and the
fading process a(t) are complex valued.

to be statistically independent because the underlying mechanisms are indepen-
dent. The received signal amplitude can be interpreted as r = βω, assuming that
the transmit signal amplitude is normalized to unity.

The Ka-band propagation studies show that when weather impairments are
not considered, the basic concept for L/S band LMS channel modeling is also
applicable to the Ka-band, except for more severe shadowing and faster multi-
path fluctuations encountered in the Ka-band. In this work, based on the data
collected by Rice, Lutz’s model is adopted [12] in the case of no weather impair-
ments. The following analysis has been done in [11] and adopted here. According
to Lutz’s model, the LMS channel is a two-state (good and bad states, namely
nonshadowing and shadowing states) Markov model. In the nonshadowing state,
the received signal amplitude follows a Rician distribution.

pgood(r) = 2kre−k(r2+1)I0(2kr) (2)

where k is a Rice factor. In the shadowing state, no direct signal path exists and
the multipath fading has a Rayleigh characteristic with its envelope s0 following a
lognormal distribution. The probability density functions (pdfs) of the multipath
fading and its envelope are

pbad(r|s0) =
2r

s0
exp (−r2

s0
) (3)

and

flg(s0) =
10√

2πσln10
1
s0

exp [− (10logs0 − μ)2

2σ2 ] (4)
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respectively. Evidently in the bad state, the channel is actually a Suzuki distri-
bution, and its pdf is

pbad(r) =
∫ ∞

0
pbad(r|s0)flg(s0)ds0. (5)

The two states (good and bad) are time-sharing and can be modeled as a Gilbert
model. Assuming that A is the average duration of the bad state, the pdf of the
received signal amplitude can be represented by

pβ(r) = (1 − A)pgood(r) + Apbad(r). (6)

Ω follows a Gaussian distribution when combining all tropospheric factors ac-
cording to empirical data [11]

pω(r) =
1√

2πσω

exp [− (r − mω)2

2σω
2 ]. (7)

Among all the weather impairments, rain attenuation is the most serious espe-
cially in tropical heavy rain zones. The long term statistics of the rain attenuation
can be modeled by a lognormal process

pL(L) =
1√

2πσdL
exp [− (lnL − md)2

2σd
2 ], L ≥ 0 (8)
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Fig. 3. Channel simulation output (10k samples) of Lutz’s model: K = 5 dB, K = 5
dB, μ = 10 dB, σ = 2 dB, N = 10, f = 20 Ghz, v = 50 km/hr
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where L is in decibels, md and σd are also in decibels. Considering the relation
of rain attenuation between fixed systems and mobile systems, the probability
distribution of the envelope of a mobile receiver can be obtained from that of the
fixed system, by multiplying a factor which approximately varies between 0.5 and
2.0 and is independent of rain attenuation [11]. Fig. 2, adapted from [12], shows
the dynamic model of the implemented LMS Lutz channel model. The fading
process a(t) is “switched” between Rician fading, representing unshadowed areas
with high received signal power (good channel state) and Rayleigh/lognormal
fading, representing shadowed areas with low received signal power (bad chan-
nel state). When data packets are transferred over channels with bursty errors,
packet error statistics are more important than bit error statistics to analyze the
communication performance [13]. Thus our model generates the channel statis-
tics based on packet errors. This is a reasonable approximation resulting in a
simplified LMS channel model [12].

3 Performance Analysis

To show the performance of BWEC algorithm, we have conducted comprehensive
sets of simulation experiments using a discrete event simulator. In our simula-
tions, we have used grayscale “Lena”, “Baboon” and “Peppers” images of size
512 × 512 pixels. The macroblock size lost during transmission, NL, and used
for BNM calculations, Nb, were both 8 × 8 pixels. Therefore, there were 4096
macroblocks in each image during experiments. The window of neighbouring
macroblocks searched for best match, Ns, was of size 40 × 40 pixels. Conse-
quently, we had a BNM search window of 5 × 5 macroblocks. Nedc was five,
which means that LSBs of 10 pixels in each macroblock were modified to embed
the EDC pattern. During peak-signal-to-noise-ratio (PSNR) calculations and for
constructing healed images, lost blocks were replaced with Gaussian noise rather
than pixels of zero value (black macroblocks) in the erroneous image for a realis-
tic simulation. ”Gaussian noise injection” into lost blocks may be considered as
an error concealment technique rather than mere erroneous case. Additionally,
another EC technique [6], interpolation for lost block using neighborhood aver-
aging, was employed to compare with BWEC. This technique simply replaces
each lost macroblock with the average of macroblocks in its neighborhood. This
comparison was not performed in [1].

The wavelet used for DWT was biorthogonal wavelet. The simulation envi-
ronment was Matlab R14. The speed of the mobile entity, v, was set to 50 km/hr
as in-city traffic. The channel frequency, f, was set to 20 Ghz for simulating Ka-
band satellite communications. The other LMS channel parameters were set in
a way that percentage of macroblocks, lost during transmission, spanned from
10% to 75%.

For the performance evaluation of our technique, we used PSNR as the per-
formance metric. PSNR is used to measure the difference between two images
and defined as

PSNR(dB) = 20 log10(
p

RMSE
) (9)
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where p is the largest possible value of the signal (255 for grayscale images), and
RMSE is the root mean square error between two images which are denoted as
I(m, n) and Ĩ(m, n), respectively. RMSE is given by
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 7. (a) Original “Lena” image (b) watermarked (c) watermarked with EDC before
transmission (d) amplified difference image (watermark) (e) erroneous image received
with 20% of macroblocks lost (f) error-concealed image from (e) (g) erroneous image
received with 50% of macroblocks lost (h) error-concealed image from (g).

RMSE =

√√√√ 1
NM

N∑
n

M∑
m

[I(m, n) − Ĩ(m, n)]2 (10)

where N , M are the row and column sizes of the images. The PSNR is given in
decibel units (dB), which measures the ratio of the peak signal and the difference
between two images.
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For visual evaluation, the original, watermarked and two reconstructed Lena
images for 20% and 75% packet losses are given in Fig. 7. BWEC technique
seems to improve substantially the perceptual quality of the distorted images,
especially for the bursty, high-error rate conditions. The numerical results for
all three images, elucidated in Fig. 4, 5 and 6, show that as packet loss gets
more severe, PSNR for the received image decreases as expected. The same
trend is also valid for the reconstructed image. However, the error-concealment
method manages to keep an enhancement gap of 9.8 dB on average (min. 9 dB,
max. 10.3 dB), depicted in Fig. 4. For “Baboon” and “Peppers” images, the
results are similar: an improvement of 7.5 dB on average (min. 7.2 dB, max. 8.7
dB) and 8.2 dB on average (min. 7.2 dB, max. 9.2 dB), respectively. The spe-
cific gaps for 20%, 50% and 75% packet loss rates are marked on those graphs.
BWEC performs better than interpolation for all packet loss levels and im-
ages. The non-centralized distribution of BNM macroblocks strengthens BWEC
scheme against bulky macroblock losses due to deep-fading phenomena encoun-
tered in LMS channel. These achieved PSNR values for LMS channel are close
to the results for general Gilbert-Elliot channel, obtained in [1]. However, the
enhancement gap in this work is 2-3 dB narrower than in [1], due to the fact
that in this simulation, for our reference PSNR, we replace lost blocks with
Gaussian noise instead of pixels of zero value (black blocks). The latter scheme
implies a lower PSNR for erroneous case, and thus a wider enhancement gap
in [1].

4 Conclusions

In this paper, we have evaluated the performance of Best-neighborhood-matching
and Wavelets based Error Concealment (BWEC) algorithm for use in land mo-
bile satellite systems. First, we have presented background information both for
the algorithm and land mobile satellite channels. For the former, we consider
that the algorithm should be backward compatible. That is, an incompatible re-
ceiver should be able to operate with a BWEC-enabled transmitter without any
glitches. For the latter, the satellite channel model should support real system
parameters, and a time-critical and content valuable image is being transmit-
ted over the channel and the receiver station may be a hand-held device with
low-power. Given that the background, we have described the simulator setup,
and provided the simulation results for the BWEC algorithm in a land mobile
satellite system. The results indicate that the proposed scheme is a promising
image restoration tool which may enable satellite systems to cope with bursty
error channel conditions. Implementation of BWEC has provided substantial
improvements in PSNR values of corrupt images.

Unfortunately, this profound improvement comes at the expense of some com-
putational burden and visual degradation. Currently, we are working to further
minimize the visual degradation. This leads to the necessity of better utilization
of HVS and wavelet domain as well as incorporating the inherent characteristics
of satellite channels.
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Abstract. Compression is an economical and efficient way of data handling in 
not only communication, but also storage purposes. We aimed to implement a 
compression application based on frequent use of English letters, digraphs, 
trigraphs and tetragraphs without sacrificing memory and/or the other 
resources. Despite its conceptual simplicity, the approach achieves promising 
results. The system is tested for several data and the result was compared with 
LZW, Huffman Coding, and arithmetic coding. The system can be applied to 
either small or large files, and it can be seen that the result is still stable.  

1   Introduction 

Nowadays, computer users are managing gigabytes or terabytes of data with their 
computation equipments. This usage contains file exchange through a network or 
storing them in a local storage media. Even though current technology allows us to 
deal with that large size of files, having capability of reducing the size becomes more 
economical and often improve the performance [1]. Video, picture and documents are 
the files frequently exchanged between groups of people, and compression gives 
ability to transfer those in comparably very short times.   
    Text compression is substituting the representation of data into another form using 
one of the lossless techniques because loosing one or more characters might cause the 
totally opposite meaning or meaningless text. After compression, it requires less space 
to store, and less time to transmit the text along the network [2].  
    PC (Polymorphic Compression) is a text compression technique and implemented 
as a part of secure communication framework study LEAD (Layered Encoding and 
Decoding) [12]. It’s a dictionary based symbolic substitution with low computational 
resource requirements. Substituting frequent English symbols with the least number 
of bits is the idea behind the PC. A predefined static dictionary contains the 
repeatedly used letters, digraphs, trigraphs and tetragraphs.  
    Compression easiness and having the compression rate of almost 50% are the two 
advantages of the system. Use of statistics in the technique is still under development. 
With the help of usage statistics of letters, digraph, trigraphs and tetragraphs, the 
dictionary will be updated after pre-defined attempt.  So the system will have semi-
adaptive behavior, which is believed to be the best approach [13].    
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2   Background 

Compression is possible where data representation is more frequent than others in a 
document [3]. There are three different main classes for the compression algorithms; 
Finite context modeling, finite state modeling, and dictionary modeling [1]. Under 
those classes several approaches were proposed. Some of those are LZ77, LZ78, 
LZW, Huffman Coding, Arithmetic Coding, Run-Length Coding and Dynamic 
Markov Chain.  
    Lempel and Ziv (LZ) developed a system which is based on adaptive dictionary 
scheme [2]. Some other researchers added new features on LZ’s algorithm and 
proposed as a new method, at least 11 LZ variation algorithms available. The most 
common ones are LZ77, LZ78 and LZW. LZ77 is an easy to implement, sliding 
window type approach. Main idea is to use part of previous symbol as the dictionary 
[6]. According Sayood [8], in summarizing the differences between LZ77 and LZ78, 
“the LZ77 approach implicitly assumes that like patterns will occur close together. 
However, this means that any pattern that recurs over a period longer than that 
covered by the coder window will not be captured.” LZW (Lempel-Ziv-Welch) is 
another dictionary-based compression method based on LZ. It maps a variable 
number of symbols to a fixed length code. It is a patented well known approach. The 
disadvantage of such adaptive models is that compression can not be applied to the 
beginning, so it is not useful for small files [10]. Another disadvantage of LZW is that 
a more sophisticated data structure is needed to handle the dictionary. 

Huffman coding maps fixed length symbols to variable length codes and optimal 
only when symbol probabilities are powers of 2 [8]. One disadvantage to Huffman 
coding is that input file needs to be read twice; one for building the tree and the 
second for coding the file. Another disadvantage is necessity of sending the header so 
that the decompressor knows what the codes is [6]. According to the NIST [7], having 
the frequency distribution that follows the Fibonacci numbers is the worst case for 
Huffman encoding. 

In arithmetic coding one codeword which has half-open subintervals, is assigned to 
the each possible set.  Shorter codes correspond to larger subintervals, so more 
probable input data sets are represented by less code [5]. According to Howard and 
Vitter [4] arithmetic coding tends to be slow and some operations like the model 
lookup and update are also deliberate, which are the main disadvantages. Another 
disadvantage, it is unable to produce a prefix code [4]. 

Run Length encoding finds the redundant samples, and sends the lengths of the 
redundant runs that occur between non-redundant samples [9]. The results are not 
satisfying on regular type text files which have fewer repetitions. Moreover, it can not 
compress the large files well. 

DMC (Dynamic Markov Chain) is also another commonly used algorithm. Markov 
modeling is essentially a method to predict the probability of a given character based 
on what has come before it. In practice, the DMC often consumes outrageous  
memory [11]. 

To address the deficiencies of the aforementioned approaches, a symbolic 
substitution based a polymorphic compression is developed. When compared with 
some of the currently available compression approaches, early version’s result of the 
system is satisfying and proves its easiness and performance as well.  
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In PC, the classic three med (medical), cisi (computer science), and cran 
(cranfiled), and the time set were used as a test data.  For the test, randomly chosen 
texts from the four data sets are used for the 10 test files, named p1 to p10. The file 
sizes are between 86 to 14044 bytes. The table 1 represents the comparison of the 
compression ratios of PC, LZW, Huffman, and Arithmetic coding for the four 
different data sets. As can be seen from the Fig. 1, PC has stable results, while the 
other’s varying by the file size. In other words, when the file size is getting smaller, 
the compression result is decreasing or even greater than the original. The 

compression ratio is the gain achieved.  I.e. the file p6 is 10312 bits ( oS ), PC can 

compress into 5649 bits ( rS ). So; 

o

r

S

S
rationCompressio −= 1  (1) 

Table 1. Comparison table 

(%) p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 

File 
(bytes) 

86 262 457 942 1246 1289 2843 5072 9647 14044 

PC  41.42 47.81 46.01 45.33 45.43 45.23 46.79 47.75 47.53 46.79 

LZW  3.49 21.37 25.16 30.68 37.56 35.61 42.42 51.12 53.87 50.95 

Huffman  -391.86 -114.89 -8.75 20.06 25.36 29.87 26.42 38.72 44.07 41.83 

Arith cod 13.95 27.10 29.32 34.29 38.36 37.86 40.03 45.21 47.33 42.64 

  
    In another test, the Calgary corpus is used and the results are given in Table 2. 

2.1   Test in German 

In regard to other languages, German is chosen for another test case to prove the 
system works by adapting the dictionary to the language. Two tetragraphs (“sche”, 
“isch”) as well as 17 trigraphs (“der”, “che”, ”die”) are used. Moreover, 18 digraphs 
(“en”, “er”, “un”) are adapted along with the most frequent letters in German “e, n, i, 
r, s, a, t” into the dictionary.  
    After the changes are employed, two German texts are used for the test. The first 
file has the size of 20,344 bits and is reduced to the 12,183 bits (~41%). The size of 
the second test file is 42,608 bits and compressed into 24,053 bits (~44%). 

The aforementioned results show that PC works well with the languages other than 
English by adjustment in the dictionary. 
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Fig. 1. Different approaches compression results vs. different file sizes 

Table 2. Calgary corpus results 

File Org size (bytes) Reduced size (bits) Ratio (%) 
bib 117,543 532,475 43.37 
book1 785,395 3,413,123 45.67 
book2 626,492 2,840,998 43.31 
news 387,170 1,881,859 39.24 
paper1 54,413 261,632 39.89 
paper2 83,932 375,098 44.13 
progc 41,100 218,404 33.57 
progl 73,892 406,952 31.15 
progp  51,347 258,347 37.10 
trans 90,726 536,028 26.14 

3   Design 

The system consists of the compression module and the decompression module. Both 
modules interact with the dictionary. The system overview can be seen in Fig. 2. 

 

 

 

 

Fig. 2. The system overview 

)( ita
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PC designed considering Shannon’s [3] theory of source coding, which is; 

− ii pp log  (2) 

where ip
 is the expected probability of the symbol i . The theory says that the 

symbol with the higher probability needs to be represented with fewer bits, while 
lower probability symbols can be represented with more bits. 
    PC uses predefined dictionary, in which tetragraphs, trigraphs, digraphs, letters, 
numbers and special characters are kept. After a number of statistical studies and 
tests, the dictionary was created based on 6 different symbol categories.  

a) Tetragraphs 

Tetragraphs are four letters symbols (i.e. “tion”) and some of them can be found more 
than others in English. The tetragraphs are normally represented in 32 bits, in the 
dictionary common tetragraphs are represented with 8 bits.  

b) Trigraphs 

Three letter symbols are called as trigraphs (i.e. “the”, ”ing”, “ive”). 17 trigraphs were 
used in the dictionary. Trigraphs normally reside in 24 bits, in the dictionary the first 
8 represented with 7 bits and 8 bits were used for the rest.   

c) Digraphs 

Character couples are named as digraph (i.e. “ed”, ”ca”, “re”). 18 digraphs were 
selected to be used. Normally they are 16 bit symbols, but in the system 7 of them are 
represented with 7 bits and for the rest 8 bits were dedicated.  

d) Letters 

As known, single letters use 8 bits to be represented. Based on the English letter 
frequencies, (Table 3) the first 7 of them were represented with 3 bits, the remaining 
16 were represented with 7 bits and for the rest 8 bits were used. Fortunately, 
according to the research [14], the four vowels “a, e, i, o” and the four consonants “n, 
r, s, t” form 2/3 of the normal English plain text. Besides, the space character has an 
approximate frequency of 10% in a text, so 3 bits were used for the representation. 

e) Numbers and Special Characters 

The numbers and special characters like “?, !, @,  “ , +, >, …” were also used in the 
dictionary. There is no reduction possible for this category in the system. They were 
represented with 8 bits.  

f) Other ASCII Characters 

The system allows use of the characters which are not in the dictionary, for example, 
the characters whose ASCII values are above 128. If the input symbol is not in the 
dictionary, PC uses its original ASCII value with an identifier to prevent the mix with 
the other substitutions.  
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Table 3. English Letter frequencies 

  e 12.31 l 4.03 b 1.62 
  t  9.59    d 3.65  g 1.61 
  a  8.05    c 3.20  v 0.93 
  o  7.94    u 3.10  k 0.52 
  n  7.19     p 2.29  q 0.20 
  i  7.18     f 2.28   x 0.20 
  s  6.59    m 2.25  j 0.10 
  r  6.03    w 2.03  z 0.09 
  h  5.14    y 1.88    

4   Reducing the Text Size 

Let } C ,{M T= be a compression system, where T is plaintext, C  is 

compressed output. And it has at least two nodes; compression and decompression. 

4.1   Compression 

Definition 1; the representation of source document is defined as 

TtT i ∈Ζ= ,255   where 255Ζ  denotes a domain with 255 ASCII characters, 

it  is possible plaintext between any ASCII characters, and i is the symbol number. 

Definition 2; the compressed out symbolized as C  is binary output file and  

Cci ∈  is member of C domain. 

Definition 3; the system uses predefined alphabet A  which has frequently used 
tetragraphs, trigraphs, digraphs, letters, numbers, and special characters. The function 

Axa ∈)( and wta ii )()( =  where 103,...,2,1=x  is an integer, and w  

represents the binary value for input text it .  

Based on the definitions, the compression can be denoted as; 
 

{ A
AAic ∈

∉= ii

ii

 tif                                                 )a(t
 tif                                            ) tSC  

(3) 

where  tASC i )(   is the ASCII converter function of input it .        
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Based on the given definitions PC’s algorithm can be seen in Fig. 3. 
 

    READ = input file 

    WHILE there are still input characters DO 

        CHARACTER = get input character 

        CHARACTER1 = input character + 1st neighbor 

        CHARACTER2 = CHARACTER1 + 2nd neighbor 

        CHARACTER3 = CHARACTER2 + 3rd neighbor 

         IF CHARACTER (), (1), (2), (3) is in the    

           dictionary then 

            STRING = dictionary value 

        ELSE 

  STRING = identifier + ASCII value 

        END of IF 

    END of WHILE 

    output code  

Fig. 3. PC’s compression algorithm 

    The system reads the first character, and than 2nd, 3rd, and 4th following characters. 
After that, PC check for the tetra graph first, trigraphs second, digraphs third and 
finally the letters. If any symbol pattern is matched with the one in the dictionary, the 
substitution occurs and next character is read until the end of the input file. 

4.2   Decompression 

At the decompression end, the definitions 1, 2, and 3 are valid and applicable. The 
decompressing is the reverse function of compression. It can be represented as; 

{ A

AAit
∈
∉= ii

-1

ii
1-

c if                                                 )(ta

c if                                           )(t SC  
(4) 

When the compression process is started, the system reads the first three bits from 
the stream. If it matches with the one of single letters in the dictionary, the associated 
letter is substituted.  If it is not in the dictionary, the system reads 3 more bits then 1 
more bit until it finds the dictionary entry of the stream. If it was an identifier, the 
next 8 bits is the ASCII value of the character (Fig. 4).  
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    READ = input bit stream 

    WHILE there are still input bits DO 

        BIT = get the first three bits. 

        IF BIT is in the dictionary then 

           STRING = dictionary value 

        ELSE 

           BIT =BIT + get four more bits. 

           IF BIT is in the dictionary then 

              STRING = dictionary value 

      ELSE 

        BIT =BIT + get one more bits. 

   IF BIT is in the dictionary then 

                STRING = dictionary value 

   ELSE 

           STRING = Char. value of the 
following 8 bits 

         END of IFs 

    END of WHILE 

    output text 

Fig. 4. PC’s decompression algorithm 

5   Conclusion 

The proposed system achieves very satisfying results. In terms of compression ratio, it 
accomplishes the ratio range of 42% to 50%. The scalability and performance is also 
promising. In addition, it can attain the same results for both small and large size files, 
which is the disadvantage of the adaptive approaches. Moreover, it is easy to run and 
does not require outrageous computational resource. 
    The only disadvantage of the system is language limitations.  If it is to be used in 
other languages, the dictionary needs to be adapted, which may cause different 
results. 
    As a future work, semantic analysis of the text is being performed to study its 
effects on compression.  
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Abstract. In this paper, we show an effective way of using adaptive
self-organizing data structures in enhancing compression schemes. We
introduce a new data structure, the Partitioning Binary Search Tree
(PBST), which is based on the well-known Binary Search Tree (BST),
and when used in conjunction with Fano encoding, the PBST leads to the
so-called Fano Binary Search Tree (FBST). The PBST and FBST can
be maintained adaptively and in a self-organizing manner by using new
tree-based operators, namely the Shift-To-Left (STL) and the Shift-To-
Right (STR) operators. The encoding and decoding procedures that also
update the FBST have been implemented, and show that the adaptive
Fano coding using FBSTs, the Huffman, and the greedy adaptive Fano
coding achieve similar compression ratios.

1 Introduction

Adaptive lists have been investigated for more than three decades, and schemes
such as the Move-to-Front (MTF), Transposition, Move-k-Ahead, the Move-to-
Rear families [14], and randomized algorithms [3], and their applicability in
compression has also been acclaimed, for example, of the MTF in block sorting
[9], and by Albers et al. in [2]. As opposed to this, Binary Search Trees (BSTs)
have been used in a wide range of applications that include storage, dictionaries,
databases, and symbol tables. In our case, we assume that the (adaptive) BST
is dynamically changed while the records are searched for. Heuristics to main-
tain an adaptive BST include move-to-root heuristic [4], the simple exchange
rule [4], splaying [18], the monotonic tree [7], biasing [6], dynamic binary search
[13], weighted randomization [5], deepsplaying [16], and the technique that uses
conditional rotations [8].
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On the other hand, adaptive coding is important in many applications that
require online data compression and transmission. The most well-known adap-
tive coding technique is Huffman coding [17], arithmetic coding [10], interval and
recency rank encoding [10], and the Elias omega codes [1]. Adaptive methods for
Fano coding have been recently introduced (for the binary and multi-symbol code
alphabets) [15], which have been shown to work faster than adaptive Huffman
coding, and consume one-sixth of the resources required by the latter. Although
these methods are efficient, they need to maintain a list of the source symbols
and the respective probabilities from which the Fano coding tree can be par-
tially reconstructed at each encoding step. In this paper, we show how we can
effectively use results from the field of adaptive self-organizing data structures
in enhancing compression schemes. We introduce a new data structure, the Fano
BST (FBST), and the corresponding updating operators. Afterwards, we show
that by incorporating the FBST into an adaptive encoding algorithm leads to
faster compression while achieving comparable compression ratios to its coun-
terpart, the Huffman coding.

2 Fano Binary Search Trees

The basis for the particular “species” of binary search trees introduced in this
paper, the FBST, comes from the structure used in the conditional rotation
heuristic [8]. Consider a (complete) BST, T = {t1, . . . , t2m−1}. If ti is any inter-
nal node of T , then: Pi is the parent of ti, Li is the left child of ti, Ri is the right
child of ti, Bi is the sibling of ti, and PPi is the parent of Pi (or the grandparent
of ti). Using these primitives, Bi can also be LPi if ti is the right child of Pi, or
RPi if ti is the left child of Pi.

Let αi(n) is the total number of accesses to node ti up to time n. τi(n) is
the total number of accesses to Ti, the subtree rooted at ti, up to time n, and is
calculated as follows:

τi(n) =
∑

tj∈Ti

αj(n) . (1)

κi(n) is the Weighted Path Length (WPL) of Ti, the subtree rooted at ti, at
time n, and is calculated as follows:

κi(n) =
∑

tj∈Ti

αj(n)λj(n) , (2)

where λj(n) is the path length from tj up to node ti.
By using simple induction, it can be shown that:

κi(n) =
∑

tj∈Ti

τj(n) . (3)

In order to simplify the notation, we let αi, τi, and κi be the corresponding
values (as defined in the conditional rotation heuristic) contained in node ti at
time n, i.e. αi(n), τi(n), and κi(n) respectively.
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Broadly speaking, an FBST is a BST in which the number of accesses of
all the internal nodes are set to zero, and the number of accesses of each leaf
represents the number of times that the symbol associated with that leaf has
appeared so far in the input sequence. The aim is to maintain the tree balanced
in such a way that for every internal node, the weight of the left child is as
nearly-equal as possible to that of the right child.

Definition 1. Consider the source alphabet S = {s1, . . . , sm} whose probabil-
ities of occurrence are P = [p1, . . . , pm], where p1 ≥ . . . ≥ pm, and the code
alphabet A = {0, 1}. A PBST is a binary tree, T = {t1, . . . , t2m−1}, whose nodes
are identified by their indices (for convenience, also used as the keys {ki}), and
whose fields are the corresponding values of τi. Furthermore, every PBST satis-
fies:

(i) Each node t2i−1 is a leaf, for i = 1, . . . , m, where si is the ith alphabet
symbol satisfying pi ≥ pj if i < j.

(ii) Each node t2i is an internal node, for i = 1, . . . , m − 1.

Remark 1. Given a PBST, T = {t1, . . . , t2m−1}, the number of accesses to a leaf
node, α2i−1, is a counter, and pi refers to either α2i−1 (the frequency counter) or
the probability of occurrence of the symbol associated with t2i−1. We shall use
both these representation interchangeably. In fact, the probability of occurrence
of si can be estimated (in a maximum likelihood manner) as follows:

pi =
α2i−1∑m

j=1 α2j−1
. (4)

We now introduce a particular case of the PBST, the FBST. This tree has
the added property that each partitioning step is performed by following the
principles of the Fano coding, i.e. the weights of the two new nodes are as nearly
equal as possible. This is formally defined below.

Definition 2. Let T = {t1, . . . , t2m−1} be a PBST. T is an FBST, if for every
internal node, t2i, the following conditions are satisfied:

(a) τRi − τLi ≤ τ2i+1 if τLi < τRi ,
(b) τLi − τRi ≤ τ2i−1 if τLi > τRi , or
(c) τLi = τRi .

The algorithm for constructing an FBST from the source alphabet symbols and
their probabilities of occurrence can be found in [15]. Each time a partitioning
is performed, two sublists are obtained, and two new nodes are created, tn0 and
tn1 , which are assigned to the left child and the right child of the current node,
tn. This partitioning is recursively performed until a sublist with a single symbol
is obtained.

In order to ensure that T satisfies properties (i) and (ii) of Definition Struc-
ture PBST, and also the conditions of Definition Structure FBST, the FBST
generated by procedure FanoBST(...) must be rearranged as if each node were
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accessed in a traversal order, from left to right [15]. The sorted FBST is gener-
ated by invoking procedure FanoBSTSort(...), which produces a list of nodes in
the desired order, T = {t1, . . . , t2m−1}.
Remark 2. The structure of the FBST is similar to the structure of the BST used
in the conditional rotation heuristic introduced in [8]. The difference, however, is
that since every internal node does not represent an alphabet symbol, the values
of α2i are all 0, and the quantities for the leaf nodes, {α2i−1}, are set to {pi} or
to frequency counters representing them.

Clearly, the total number of accesses to the subtree rooted at node t2i, τ2i, is
obtained as the sum of the number of accesses to all the leaves of T2i. This is
given in the lemma below, whose proof can be found in [15].

Lemma 1. Let T2i = {t1, . . . , t2s−1} be a subtree rooted at node t2i. The total
number of accesses to T2i is given by:

τ2i =
s∑

j=1

α2j−1 = τL2i + τR2i . (5)

We now present a result that relates the WPL of an FBST and the average code
word length of the encoding schemes generated from that tree. For any FBST, T ,
κ is calculated using (3). By optimizing on the relative properties of κ and τ , we
can show that the average code word length of the encoding schemes generated
from T , �̄, can be calculated from the values of κ and τ that are maintained at
the root. Note that this is done with a single access – without traversing the
entire tree. This result is stated in Theorem 1 given below.

This is quite an “intriguing” result. The issue at stake is to compute the
expected value of a random variable, in this case, the expected code word length.
In general, this can be done if we are given the values that the random variable
assumes, and their corresponding probabilities. The actual computation would
involve the summation (or an integral in the case of continuous random vari-
ables) of the product of the values and their associated probabilities. Theorem
1, whose proof can be found in [15], shows how this expected code word length
can be computed quickly – without explicitly computing either the product or
the summation. However, this is done implicitly, since κ and τ take these factors
into consideration. Since the FBST is maintained adaptively, the average code
word length is also maintained adaptively. Invoking this result, we can obtain
the average code word length by a single access to the root of the FBST.

Theorem 1. Let T = {t1, . . . , t2m−1} be an FBST constructed from the source
alphabet S = {s1, . . . sm} whose probabilities of occurrence are P = [p1, . . . , pm].
If φ : S → {w1, . . . , wm} is an encoding scheme generated from T , then

�̄ =
m∑

i=1

pi�i =
κroot

τroot
− 1 , (6)

where �i is the length of wi, τroot is the total number of accesses to T , and κroot

is as defined in (2).
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From Theorem 1, we see that the WPL and �̄ are closely related. The smaller
the WPL, the smaller the value of �̄. Consequently, the problem of minimizing
the WPL of an FBST is equivalent to minimizing the average code word length
of the encoding schemes obtained from that tree.

3 Shift Operators in Partitioning Binary Search Trees

The aim of our on-line encoding/decoding is to maintain a structure that max-
imally contains and utilizes the statistical information about the source. Using
this structure, the current symbol is encoded and the structure is updated in
such a way that the next symbol is expected to be encoded as optimally as possi-
ble. We propose to use our new structure, namely the FBST defined in Section 2,
which is adaptively maintained by simultaneously encoding, and learning details
about the relevant statistics of the source1. The learning process requires that
two separate phases are sequentially performed. The first consists of updating
the frequency counters of the current symbol, and the second involves changing
the structure of the PBST so as to maintain an FBST. Other adaptive encod-
ing techniques, such as Huffman coding or arithmetic coding, utilize the same
sequence of processes: encoding and then learning.

After the encoder updates the frequency counter of the current symbol and
the corresponding nodes, the resulting PBST may need to be changed so that
the FBST is maintained consistently. To achieve this, we introduce two new shift
operators which can be performed on a PBST : the Shift-To-Left (STL) operator
and the Shift-To-Right (STR) operator2. Broadly speaking, these operators con-
sist of removing a node from one of the sublists obtained from the partitioning,
and inserting it into the other sublist, in such a way that the new partitioning
satisfies the properties of Definition Structure PBST. For the sake of brevity,
we exclude the definition of the STR operator, which can be found in [15], and
which operates in a similar manner to the STL.

The STL operator, performed on an internal node of a PBST, consists of
removing the left-most leaf of the subtree rooted at the right child of that node,
and inserting it as the right-most leaf in the subtree rooted at the left child of that
node. The relation between the STL operator and the Fano code construction
procedure is the following. Suppose that a list P = [p1, . . . , pm] has already been
partitioned into two new sublists, P0 = [p1, . . . , pk] and P1 = [pk+1, . . . , pm]. The
equivalent to the STL operator for this scenario consists of deleting pk+1 from
P1 and inserting it into the last position of P0, yielding P ′

0 = [p0, . . . , pk, pk+1]
and P ′

1 = [pk+2, . . . , pm].
1 The structure that we introduce here, namely the FBST, could also be combined

with other structure models, such as Markov models, dictionary-based compression,
PPM schemes, etc., to achieve much more efficient compression. In this paper, we
consider the zeroth-order model. The use of FBSTs with higher-order models is
currently being investigated.

2 We have defined these operators in terms of various cases, which is, conceptually,
similar to the zig-zig and zig-zag cases of the tree-based operations already intro-
duced in the literature [11,12,18].
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Notation STL: Consider a PBST, T = {t1, . . . , t2m−1}, in which the weight
of each node, tl, is τl, and the key for each internal node is kl, for l = 1, . . . , m.
Let

– ti be an internal node of T ,
– Ri be also an internal node of T ,
– tj be the left-most leaf of the subtree rooted at Ri,
– Bj be the sibling of tj, and
– tk be the right-most leaf of the subtree rooted at Li.

Using this notation, we can identify three mutually exclusive cases in which the
STL operator can be applied. These cases are listed below, and the rules for
performing the STL operation and the corresponding examples are discussed
thereafter.

STL-1 : PPj = ti and Li is a leaf.
STL-2 : PPj �= ti and Li is a leaf.
STL-3 : Li is not a leaf.

The STL operator performed in the scenario of Case STL-1 is discussed below.

Rule 1 (STL-1). Consider a PBST, T , described using Notation STL. Sup-
pose that the scenario is that of Case STL-1. The STL operator applied to the
subtree rooted at node ti consists of the following operations:

(a) the value τk − τBj is added to τPj ,
(b) ki and kPj are swapped3,
(c) Bj becomes the right child of ti,
(d) Pj becomes the left child of ti,
(e) tk becomes the left child of Pj, and
(f) tj becomes the right child of Pj.

Remark 3. The node on which the STL operator is applied, ti, can be any inter-
nal node or the root satisfying the Notation STL. The tree resulting from the
STL-1 operator is a PBST. This is stated for the operator, in general, in Lemma
2 given below. The complete proof of the lemma can be found in [15].

Lemma 2 (STL-1 validity). Consider a PBST, T = {t1, . . . , t2m−1}, specified
as per Notation STL. If an STL operation is performed on the subtree rooted at
node ti as per Rule 1, then the resulting tree, T ′ = {t′1, . . . , t′2m−1}, is a PBST.

The weights of the internal nodes in the new tree, T ′, are consistently obtained
as the sum of the weights of their two children. This is achieved in only two
local operations, as opposed to re-calculating all the weights of the tree in a
bottom-up fashion.

We now provide the mechanisms required to perform an STL operation when
we are in the scenario of Case STL-2.
3 In the actual implementation, the FBST can be maintained in an array, in which the

node tl, 1 ≤ l ≤ 2m− 1, can be stored at position l. In this case, and in all the other
cases of STL and STR, swapping these two keys could be avoided, and searching the
node tl could be done in a single access to position l in the array.
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Rule 2 (STL-2). Consider a PBST, T = {t1, . . . , t2m−1}, described using No-
tation STL. Suppose that we are in the scenario of Case STL-2. The STL
operator performed on node ti involves the following operations:

(a) τk − τBj is added to τPj ,
(b) τj is subtracted from all the τ ’s in the path from PPj to Ri,
(c) ki and kPj are swapped,
(d) Bj becomes the left child of PPj ,
(e) tj becomes the right child of Pj,
(f) tk becomes the left child of Pj, and
(g) Pj becomes the left child of ti.

Note that the resulting tree is a PBST. The general case is stated in Lemma 3,
whose proof can be found in [15].

Lemma 3 (STL-2 validity). Consider a PBST, T = {t1, . . . , t2m−1}, as per
Notation STL. The resulting tree, T ′ = {t′1, . . . , t′2m−1}, obtained after per-
forming an STL-2 operation as per Rule 2 is a PBST.

The corresponding rule for the scenario of Case STL-3 satisfying Notation STL
is given below in Rule 3.

Rule 3 (STL-3). Consider a PBST, T = {t1, . . . , t2m−1}, specified using the
notation of Notation STL, and the scenario of Case STL-3. The STL operator
performed on the subtree rooted at ti consists of shifting tj to the subtree rooted
at Li in such a way that:

(a) τk − τBj is added to τPj ,
(b) τj is subtracted from all the τ ’s in the path from PPj to Ri,
(c) τj is added to all the τ ’s in the path from Pk to Li,
(d) ki and kPj are swapped,
(e) Bj becomes the left child of PPj ,
(f) tj becomes the right child of Pj,
(g) tk becomes the left child of Pj, and
(h) Pj becomes the right child of Pk.

Observe that in the STL-3 operation, all the nodes in the entire path from Pk

to the left child of ti have to be updated by adding τj to the weight of those
nodes. As in the other two cases, the weight of ti is not changed. We show below
an example that helps to understand how the STL-3 operator works.

Example 1. Let S = {a, b, c, d, e, f, g} be the source alphabet whose frequency
counters are P = [8, 3, 3, 3, 3, 3, 3]. A PBST, T , constructed from S and P is
the one depicted on the left of Figure 1. After applying the STL operator to
the subtree rooted at node ti (in this case, the root node of T ), we obtain T ′,
the tree depicted on the right. Observe that T ′ is a PBST. The general result is
stated in Lemma 4 given below, and proved in [15].
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Fig. 1. A PBST, T , constructed from S = {a, b, c, d, e, f, g} and P = [8, 3, 3, 3, 3, 3, 3],
and the corresponding PBST, T ′, after performing an STL-3 operation. The top-most
node can be a left child, a right child, or the root.

Lemma 4 (STL-3 validity). Let T = {t1, . . . , t2m−1} be a PBST in which
an STL-3 operation is performed as per Rule 3, resulting in a new tree, T ′ =
{t′1, . . . , t′2m−1}. Then, T ′ is a PBST.

In order to facilitate the implementation of the STL operator, we present the cor-
responding algorithm that considers the three mutually exclusive cases discussed
above. This procedure is depicted in Algorithm STL Operation. When per-
forming an assignment operation by means of the left arrow, “←”, the operand
on the left is the new value of the pointer or weight, and the operand on the
right is either the value of the weight, or the value of the actual pointer to a
node. For example, LPPj

← Bj implies that the value of the pointer to the left
child of PPj acquires the value “Bj”4.

4 Fano Binary Search Tree Coding

Using the PBST and the underlying tree operations (discussed in Section 3),
we now apply them to the adaptive data encoding problem. Given an input
sequence, X = x[1] . . . x[M ], which has to be encoded, the idea is to maintain
an FBST at all times - at the encoding and decoding stages. In the encoding
algorithm, at time ‘k’, the symbol x[k] is encoded using an FBST, T (k), which is
identical to the one used by the decoding algorithm to retrieve x[k]. T (k) must
be updated in such a way that at time ‘k + 1’, both algorithms maintain the
same tree T (k + 1).

To maintain, at each time instant, an FBST, i.e. the tree obtained after the
updating procedure, T (k + 1), must satisfy the conditions stated in Definition
Structure FBST. Since the PBST structures are maintained at both the encoder
and decoder sides, it is up to the updating procedure to ensure that the resulting
tree satisfies the conditions stated in Definition Structure FBST.
4 In the actual implementation, “Bj” contains the memory address of the node Bj , or

the position of Bj in a list if the tree is stored in an array.
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Algorithm 1 STL Operation
Input: A PBST, T = {t1, . . . , t2m−1}.

The node on which the STL is performed, ti.
The left-most leaf of the subtree rooted at Ri, tj .
The right-most leaf of the subtree rooted at Li, tk.

Output: The modified PBST, T .
Assumptions: Those found in Notation STL.
Method:

procedure STL(var T : partitioningBST; ti, tj , tk : node);
ki ↔ kPj // swap keys
τPj ← τPj + τk − τBj

for l ← PPj to Ri step l ← Pl do
τl ← τl − τj

endfor
for l ← Pk to Li step l ← Pl do

τl ← τl + τj

endfor
if ti = Pk then // Move Pj to the subtree on the left

Li ← Pj // STL-1 and STL-2
else

RPk ← Pj // STL-3
endif
if ti = PPj then // Bj remains in the right subtree

Ri ← Bj // STL-1
else

LPPj
← Bj // STL-2 and STL-3

endif
RPj ← tj // tj becomes the right child of its parent
LPj ← tk; Pk ← Pj // Pj becomes the parent of tk

PBj ← PPj // Update the parent of Bj

PPj ← Pk // New parent of Pj is now old parent of tk

endprocedure
end Algorithm STL Operation

The updating procedure is based on a conditional shifting heuristic, and used
to transform a PBST into an FBST. The conditional shifting heuristic is based
on the principles of the Fano coding – the nearly-equal-probability property
[15]. This heuristic, used in conjunction with the STL and the STR operators
defined in this paper, are used to transform a PBST into an FBST. Details of
the heuristic, as well as the encoding and decoding algorithms are provided in
[15].

5 Empirical Results

To analyze the speed and compression efficiency of our newly introduced adaptive
coding schemes, we report the results obtained after running the scheme on
files of the Canterbury corpus. Similar results are also available for the Calgary
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corpus, which can be found in [15]. We also run the greedy adaptive Fano coding
presented in [15], and the adaptive Huffman coding algorithm introduced in [17]
on the same benchmarks. The results obtained from the tests are shown in
Table 1. The first column contains the name of the file. The second column,
labeled lX , represents the size (in bytes) of the original file. The next columns
correspond to the speed and compression ratio for the Adaptive Huffman Coding
(AFC), the adaptive Greedy Fano Coding (GFC), and the adaptive Fano coding
that uses FBSTs (FBSTC). Each of the two groups of three columns contains
the compression ratio, ρ, calculated as ρ =

(
1 − �Y

lX

)
100, the time (in seconds)

required to compress the file, and the time (in seconds) needed to recover the
original file.

The compression ratio obtained after running GFC and FBSTC are, as ex-
pected, similar. We observe that the FBSTC obtains compression ratios slightly
higher (only 0.15%) than the AHC. In terms of compression speed, on small
files, GFC is faster than FBSTC, and the latter is significantly faster than AHC.
On large files (e.g. kennedy.xls), however, FBSTC is faster than GFC. In fact,
the reason why GFC is faster on ptt5 is due to the fact that a high compression
ratio is achieved, and the input file contains only a few different symbols, which
makes the FBST look like a list. Consequently, its behavior is similar to that of
the GFC, with the additional burden of maintaining a complex structure, the
FBST. Observe that to compress the file kennedy.xls, GFC takes more than 2.5
times as much time as that of FBSTC. In terms of decompression speed, FBSTC
is slower than AHC. However, the former achieves similar speed values for both
compression and decompression, which implies an advantage when the entire
process has to be synchronized.

Table 1. Speed and compression ratio obtained after running the adaptive Huffman
coding, the greedy adaptive Fano coding, and the adaptive coding that uses FBST on
files of the Canterbury corpus. Similar results are available for the Calgary corpus.

File lX AHC GFC FBSTC
Name ρ T.Enc. T.Dec. ρ T.Enc. T.Dec. ρ T.Enc. T.Dec.

(bytes) (%) (sec.) (sec.) (%) (sec.) (sec.) (%) (sec.) (sec.)
alice29.txt 148,481 42.84 2.49 0.48 42.59 1.20 0.99 42.59 1.44 1.33
asyoulik.txt 125,179 39.21 2.37 0.42 39.05 1.25 0.89 39.06 1.31 1.23
cp.html 24,603 33.27 1.87 0.10 33.19 0.30 0.19 33.19 0.88 0.82
fields.c 11,150 35.31 1.77 0.05 34.92 0.14 0.08 34.89 0.52 0.49
grammar.lsp 3,721 37.70 1.70 0.02 37.29 0.05 0.02 37.24 0.32 0.29
kennedy.xls 1,029,744 55.04 6.71 2.90 54.66 11.72 5.76 54.81 4.50 3.86
lcet10.txt 419,235 41.74 4.18 1.41 41.72 3.83 2.84 41.72 2.41 2.19
plrabn12.txt 471,162 43.43 4.40 1.52 43.32 4.20 3.08 43.32 2.33 2.16
ptt5 513,216 79.18 2.57 0.67 79.16 1.68 1.29 79.16 1.86 1.60
sum 38,240 32.48 1.93 0.18 31.50 0.66 0.30 31.42 0.92 0.88
xargs.1 4,227 34.77 1.74 0.02 34.81 0.06 0.03 34.79 0.42 0.38
Total 2,788,958 53.53 31.73 7.77 53.33 25.09 15.47 53.38 16.91 15.23
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6 Conclusions

We have shown that we can effectively use results from the field of adaptive self-
organizing data structures in enhancing compression schemes. Unlike adaptive
lists, which have already been used in compression, to the best of our knowledge,
adaptive self-organizing trees have not been used in this regard. To achieve
this, we have introduced a new data structure, the Partitioning Binary Search
Tree (PBST), which leads to the so-called Fano Binary Search Tree (FBST)
by incorporating the required Fano coding (nearly-equal-probability) property.
We have introduced the updating procedure that performs the two new tree-
based operators, namely the Shift-To-Left (STL) operator and the Shift-To-Right
(STR) operator.

The encoding and decoding procedures that also update the FBST have
been implemented and rigorously tested. Our empirical results on files of the
Canterbury Corpus show the salient advantages of our strategy. An open prob-
lem that deserves investigation is that of combining the adaptive self-organizing
BST methods and other statistical and/or dictionary-based methods, which,
undoubtedly would lead to more efficient compression schemes implied by the
higher-order models. The resulting advantage can be obtained as a consequence
of the additional speed-enhanced updating procedure provided by the adaptive
self-organizing tree-based principles.
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Abstract. We present a dictionary based lossless text compression scheme 
where we keep frequent words in separate lists (list_n contains words of length 
n). We pursued two alternatives in terms of the lengths of the lists. In the 
"fixed" approach all lists have equal number of words whereas in the "flexible" 
approach no such constraint is imposed. Results clearly show that the "flexible" 
scheme is much better in all test cases possibly due to the fact that it can acco-
modate  short, medium or long word lists reflecting on the word length distribu-
tions of a particular language. Our approach encodes a word as a prefix (the 
length of the word) and the body of the word (as an index in the corresponding 
list). For prefix encoding we have employed both a static encoding and a dy-
namic encoding (Huffman) using the word length statistics of the source lan-
guage. Dynamic prefix encoding clearly outperformed its static counterpart in 
all cases. A language with a higher average word length can, theoretically, 
benefit more from a word-list based compression approach as compared to one 
with a lower average word length. We have put this hypothesis to test using 
Turkish and English languages with average word lengths of 6.1 and 4.4, re-
spectively. Our results strongly support the validity of this hypothesis.  

1   Introduction 

The techniques used in compression algorithms today utilize various data characteris-
tics to compress better. Text compression requires lossless compression to make re-
covery possible.  

The Shannon-Fano Algorithm [1] is one of the first lossless compression algo-
rithms using the symbol frequencies to assign varying length encodings to the sym-
bols belonging to the source alphabet.  Huffman [2] based his technique on Shannon-
Fano Algorithm and exploited the symbol frequencies to obtain shorter encodings of 
the original data. More frequent symbols are represented with shorter encodings and 
the less frequent symbols are represented with longer encodings. Diri [3] has gener-
ated Huffman trees based on the character, stem-root or syllabus-suffix types on Turk-
ish texts and compressed Turkish texts using these codings. Another scheme called 
Arithmetic Coding [2] used for text compression takes a stream of text to represent it 
as a floating point number between 0 and 1.  

Bentley et al. [4] developed a data compression scheme that exploits locality of ref- 
erence. This scheme performs better than Huffman Coding because a word will have 
a short encoding when it is used frequently and a long encoding when it is used rarely. 
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Teahan employed a statistical model to exploit symbol statistics and used these sta-
tistics to compress data. The model he used is Prediction by Partial Matching (PPM) 
and provides compression around 2 bits per character (bpc) which is among the best 
rates provided by many compression tools today [5]. Teahan expanded the PPM tech-
nique with bigraph coding, where the subsequent character pairs (bigraphs) existing 
among the most frequent digrams of the source language are encoded with a single 
symbol to improve the compression performance of the PPM model. Celikel and 
Dincer [6] have developed a Turkish PoS (Parts of Speech) tagger and obtained con-
siderable compression performance improvements by compressing the PoS tagged 
Turkish texts with the word and tag based PPM model. 

In this paper, we present a new text compression scheme using the word statistics 
of the source language. For that we use full words or n-grams if corresponding words 
are not found in our dictionary (which is represented as a union of lists) instead of 
only digrams, to determine the encoding of a specific word encountered throughout 
the source text. In our scheme, a word contains the space character following it. 
Hence, we encode the succeeding space symbol while encoding each word. 

Within the introduced system, we employed two different encoding schemes as 
fixed length encoding and flexible (varying) length encoding: The former using fixed 
number of bits to encode each word and the latter using variable number of bits - like 
that of Shannon-Fano’s and Huffman’s – for words having different levels of occur-
rences. The performances of the fixed and flexible length schemes are then compared. 

The following section (Section 2) introduces the general aspects of the word based 
list compression algorithm. Section 3 presents the results obtained for sample English 
and Turkish text files and the performance differences of various schemes employed 
for both languages. In Section 4, we present the comparison of the compression per-
formance of our scheme with standard GZIP and another text based compression 
algorithm called WBDH. In the last section (Section 5), conclusion is given. 

2   Word Based List Compression 

The motivation behind our idea relies on the fact that, we can represent frequent 
longer words with shorter codes and hence provide compression on the average. The 
word length statistics gathered from English and Turkish Corpora support this motiva-
tion (Tables 2.1 and 2.2). Carefully organized dictionaries of natural language words 
can be useful for text compression. Furthermore, languages with a greater average 
word length can benefit more from this approach. Because, each bit of encoding cor-
responds to more bits as compared to an encoding in a language with lower average 
word length. Each natural language has its own statistics and may significantly differ 
from those of the others. A fixed approach may not be suitable for all languages.   
     Suppose we have two artificial languages both containing only 16 words consist-
ing of ASCII characters. Also assume that words have the length from 1 through 4. 
The distribution of 16 words for languages, say A and B is as follows:  
 

Language / Word length 1 2 3 4 
Language A 6 6 2 2 
Language B 2 2 6 6 
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     Suppose we have two separate texts, one for each language. Each word occurs 
once in the corresponding text. Ignoring the white spaces, each word is coded with 4 
bits but text in language A is of length 3242322616 =×+×+×+× characters while 
text in language B is of length 4846362212 =×+×+×+× characters. Therefore, a 
bit of encoding in language A represents 32 chars / 64 bits = 4 bits and in language B 
represents 48 chars / 64 bits = 6 bits. Hence, a word based compression algorithm 
would have a higher performance potential for a language with a greater average word 
length.  

The average word length is 4.43 symbols for English and 6.14 symbols for Turkish 
as shown in Tables 2.1 and 2.2, respectively. These statistics can well be exploited to 
encode the text written in these languages into shorter length codes. Given these per-
centages, the main concern is to figure out an encoding scheme that would represent 
the original data with the least number of bytes.  

 
Table 2.1. English word length statistics [7] 

 

Table 2.2. Turkish word length statistics [7] 

 

In the algorithm we introduced, the input text is read word by word and each word 
is searched within the corresponding word list, i.e. the dictionary. The dictionary is a 
pre-constructed combination with 15 different lists: Each list –except for the length-
one list- contains the most frequent 256 words of the corresponding length. Hence, in 
the dictionary, there exists one list for the single symbol lists having all symbols of 
the source alphabet (26 symbols for English and 29 symbols for Turkish), another list 
for the most frequent 256 digrams, another list for the most frequent 256 trigrams, .. 
and the last list for the most frequent 256 15-grams of the source language. The rea-
son why we used only 15 different lists is that, we limit the maximum word length for 
both source languages (English and Turkish) to 15 characters. The words longer than 
this, which would rarely be the case, are divided at length 15 and are considered to be 
two separate words. By choosing only 256 most frequent words for each list, we 
guarantee to use at most 8 bits to encode each word, since 256=28.  

2.1   The Corpora 

The dictionary for English is constructed by gathering the statistics of the 11MB Eng-
lish Corpus composed of the stories of Huckleberryfinn together with the text files of 

Word-length 1 2 3 4 5 6 7 8
Ratio (%) 3.86 16.30 23.06 18.70 11.66 7.78 6.67 4.77

Word-length 9 10 11 12 13 14 15 16 and +
Ratio (%) 3.30 1.95 0.97 0.56 0.22 0.13 0.04 0.03

English Word Statistics

Word-length 1 2 3 4 5 6 7 8
Ratio (%) 0.72 8.10 10.69 10.83 16.74 12.04 11.82 9.05

Word-length 9 10 11 12 13 14 15 16 and +
Ratio (%) 7.16 5.07 3.21 2.16 1.13 0.65 0.33 0.31

Turkish Word Statistics
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the standard Calgary and Canterbury Corpora. For generating the Turkish dictionary, 
an 11MB Turkish Corpus containing the corpus compiled by Diri [8], the daily arti-
cles of various journalists at Turkish daily newspaper Hurriyet, and the corpus com-
piled by Koltuksuz [9] were used. Our corpora were filtered to contain only the lower 
case letters of the language, i.e. 26 for English and 29 for Turkish and the space sym-
bol. We implemented our scheme on eight sample text files, four in English and four 
in Turkish. We have deliberately chosen two text files as in-Corpus and the other two 
as out-Corpus for each source language. This is because we intend to see the effect of 
being in (or out) -Corpus on the performance of our scheme. 

 

Table 2.3. English sample text files 

 

Table 2.4. Turkish sample text files 

Filename File size (bytes) Explanation In Dictionary's Corpus?
Trk1 232,967 The novels by Furuzan Yes
Trk2 251,607 The novels by Omer Seyfettin Yes
Trk3 113,545 The theatre text "Galilei Galileo " by Bertolt Brecht No
Trk4 746,010 The novel "Son Antlasma " by Can Eryumlu No

Turkish Sample Texts

 

2.2   Encoding 

Within the word based list compression scheme, lists of words are categorized accord-
ing to their length len (where 1 len 15), and each word list is sorted in decreasing 
order of frequency. Word based compression exploits the idea of processing words of 
the original text individually by encoding each word with its index at the correspond-
ing word list. In this manner, each word including the following space character is 
encoded with a new, and probably shorter, code. The performance of the scheme 
relies on the fact that, most of the words encountered in the source text are found 
within the corresponding word list.  

According to our scheme, the length of words encountered in the source text may 
be in the range 1 to 15. Hence, there should be a way of indicating the length of word 
currently being encoded. For that, we employ a two-part encoding: The first part 
called the prefix, indicating the length of the current word encoded and the second 
part called the encoding indicating the index of the current word within the corre-
sponding word list. The scheme is called either fixed or flexible according to the way 
we encode the second part.  

In fixed encoding, the prefix bits are either predetermined, or encoded with the cor-
responding Huffman codes generated using the word statistics within the source text. 
The number of encoding bits are fixed. Knowing that the average word length is 4.43 
for English and 6.14 for Turkish, using shorter prefixes for shorter length words is 

Filename File size (bytes) Explanation In Dictionary's Corpus?
Eng1 785,393 The novel "Far from the Madding Crowd " by Thomas Hardy Yes
Eng2 1,963,426 The novel "The Brothers Karamazov " by Dostoyevsky Yes
Eng3 171,461 The novel "The Battle of Life " by Charles Dickens No
Eng4 2,054,730 The novel "Democracy in America" by Alexis de Tocqueville No

English Sample Texts
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better as far as compression is concerned. Following that rule, we used the predeter-
mined prefix codes throughout our study as shown in Table 2.5: 

Table 2.5. Predetermined Prefix Codes for the Word Based List Encoding 

Word Length Prefix Code

1 000
2 001
3 010
4 011
5 100
6 101
7 110
8 111000    

Word Length Prefix Code

9 111001
10 111010
11 111011
12 111100
13 111101
14 111110
15 111111

 
 

In flexible encoding, encoding bits are generated by using the corresponding Huff-
man codes of the words. For that, two different statistics are used: One being the lan-
guage statistics of the words and the other being the statistics of the file being com-
pressed. During flexible encoding, the number of bits to be used for the encoding part 
is len2log , where len is the list size. We adjusted list sizes when a small reduction 

from the raw size allowed us to save one bit during encoding phase. For instance, if a 
particular list contains say 550 words, to avoid using 10 bits to encode a word in this 
list, we reduce the list size to 29=512 and use 9 bits. The algorithm below summarizes 
the encoding procedure: 

 
do 
{ 

 ch  read character; 

 current_word  NULL; 

 word_length  0; 
     

 //Construct the current_word 
 while (ch  eof AND ch  space_character AND word_length <= 15) do 
 { 

current_word[word_length]  ch; 

word_length  word_length + 1; 

ch  read character; 
 } 

    
 //Search the current_word within the corresponding dictionary 
 found = search_word(current_word, word_length); 
 if (found) then encode_word(current_word, word_length) 
 else { 

     while (NOT found) do 
     { 
  // Construct the reduced_word by dropping the last character of  
      // the current_word 

    for (i  0; i < word_length; i  i+1) 
  { 

   reduced_word[i]  current_word[i]; 
  } 

  word_length  word_length - 1; 
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  // Search the reduced_word within the corresponding dictionary 
  found = search_word(reduced_word, word_length); 
 } //while 

//Encode the reduced_word 
encode_word(reduced_word, word_length);  

 } //else 
} while (NOT eof) //while 

 
During implementation, the original text file is read character by character to con-

struct a word. A word is generated by either reading a space character or by reaching 
the maximum word length, which is chosen to be 15, and its length is determined. 
Then, this word is searched within the appropriate word list. If the word is found 
within the corresponding list, then its index in the word list is encoded to the output.  

If the current word is not in the dictionary, its length is decreased by one and a new 
search is made to find the new word in the list of appropriate size. Dropping of the 
last symbol continues until the current word is found within the corresponding word 
list. 

The worst case for reduction process is the case when only a single character re-
mains as the word, which is guaranteed to be found within the monograms list. In case 
a word is encoded not directly but with a reduction process, the encoding should be 
followed by a special encoding called the cancel_space to inform the decoder that the 
last word encoded was not an individual word, but only a part of it. 

The performance of the word based scheme mainly depends on the following fac-
tors: The type of encoding used, i.e. whether fixed or flexible length. The rate of suc-
cess of finding the words within the corresponding word lists, i.e. the hit rate. This 
rate can only be increased if the sample text where statistics are collected from is the 
same as the one where frequency distributions of various word lists having different 
word lengths are constructed. 

3   Implementation and Results 

We implemented the word based list compression algorithm for both fixed and flexi-
ble schemes on sample texts from English and Turkish Corpora. The two fundamental 
criteria used to measure the performance of a compression scheme are throughput and 
compression rate. In general, there exists a tradeoff between the two, i.e. the higher 
the throughput is, the lower the compression rate and vice versa. The compression 
algorithms available today typically either focus on high throughput or better com-
pression rates. Our work falls into the latter category. Therefore, our basic perform-
ance measure used in this section is compression rate expressed in bits per character – 
bpc. Throughput of our current implementation (where no effort to optimize the 
throughput was made) is quite low at 6.67 KB/sec.  

3.1   Word Based List Compression for English 

We employed the word based list compression algorithm for both fixed and flexible 
encoding on English as well as Turkish texts. Compression rates obtained by applying 
the introduced scheme with fixed encoding on the four sample English texts are given 
in Table 3.1. In the table, static and dynamic represent the cases where prefix encod-



786 E. Celikel, M.E. Dalkilic, and G. Dalkilic 

 

ing is made with predetermined length and with using the corresponding Huffman 
codes of the word frequencies, respectively. 

Table 3.1. Fixed Word Based List Encoding for English 

Encoding Cost
(Bytes)

Prefix Cost
(Bytes) bpc

Prefix Cost
(Bytes) bpc

Eng1 1,878,545 848,271 3.73 658,439 3.47
Eng2 4,329,481 1,933,764 3.39 1,593,316 3.20
Eng3 413,436 185,817 3.76 144,142 3.49
Eng4 5,071,172 2,330,559 3.76 1,831,511 3.51

File

Fixed
Static Dynamic

 
 

As Table 3.1 indicates, compression rates obtained with in-Corpus texts (Eng1 and 
Eng2) are better than that of the out-Corpus texts (Eng3 and Eng4). The table also 
shows that using dynamic instead of static encoding, decreases the prefix costs. 

Running the word based list compression algorithm by employing the flexible en-
coding on the same set of English texts, we obtained the values in Table 3.2:  

 

Table 3.2. Flexible Word Based List Encoding for English 

Encoding Cost
(Bytes)

Prefix Cost
(Bytes) bpc

Prefix Cost
(Bytes) bpc

Eng1 1,547,183 436,197 2.71 435,373 2.71
Eng2 3,942,394 1,112,006 2.73 1,109,497 2.73
Eng3 353,897 103,323 2.87 101,173 2.85
Eng4 4,060,826 1,230,711 2.69 1,202,005 2.67

File

Flexible
Static Dynamic

 
 

In Table 3.2, static and dynamic are for the cases where prefix encoding is made 
using the corresponding Huffman codes obtained from each word’s frequency in the 
language and in the source file itself, respectively. The bpc results for dynamic case 
are slightly better than that of static case in Table 3.2. Hence, employing the word 
frequencies gathered from source files yields better compression rates. Each of the 
figures in Table 3.2 is better than that of the corresponding values in Table 3.1. This 
indicates that using the flexible scheme for word list compression on English texts is 
better than employing the fixed scheme. 

3.2   Word Based List Compression for Turkish 

We repeated the experiments with fixed and flexible word based list compression 
algorithm on sample texts in Turkish. Applying the fixed version of the introduced 
scheme on the four text files of the Turkish Corpus, we obtained the results given in 
Table 3.3. 

Results in Table 3.3 are highly in accordance with the values in Table 3.1: For 
Turkish also, using the corresponding Huffman coding (dynamic case) instead of 
predetermined codes (static case) for prefix encoding, decreases the prefix costs. This 
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is reflected in the overall compression performance as lower bpc rates. Although the 
text file Trk4 is out-Corpus, the compression rate is lower than the in-Corpus files. 
This might be due to the characteristic of that file: Words might be coincidentally 
occurring in the corresponding word lists.  

  

Table 3.3. Fixed Word Based List Encoding for Turkish 

Encoding Cost
(Bytes)

Prefix Cost
(Bytes) bpc

Prefix Cost
(Bytes) bpc

Trk1 741,637 343,656 4.86 233,964 4.37
Trk2 751,119 348,021 4.79 236,758 4.30
Trk3 329,180 153,624 4.94 101,995 4.41
Trk4 2,091,378 957,987 4.51 688,074 4.08

File

Fixed
Static Dynamic

 
 

Implementing our scheme with flexible encoding, we obtained the results in Table 
3.4:  

Table 3.4. Flexible Word Based List Encoding for Turkish 

Encoding Cost
(Bytes)

Prefix Cost
(Bytes) bpc

Prefix Cost
(Bytes) bpc

Trk1 386,135 109,527 2.22 108,831 2.22
Trk2 412,691 112,939 2.29 112,746 2.29
Trk3 209,567 84,799 3.01 66,346 2.82
Trk4 1,395,866 527,737 2.83 440,507 2.70

Flexible
Static Dynamic

File

 
 

Using source file statistics (dynamic case) to generate the corresponding Huffman 
codes for prefix codes yields lower prefix costs than using language statistics (static 
case) according to Table 3.4.  

4   Analysis and Comparisons 

We compared the compression performance of our scheme with that of a well-known 
lossless compression tool GZIP.  The comparison results for dynamic prefix coding 
are listed in Tables 4.1 and 4.2. A positive value in the “Improvement over GZIP” 
columns indicates that our scheme outperforms GZIP while a negative value means 
GZIP outperforms ours.  

The fixed scheme does not provide any improvement while the flexible scheme 
outperforms GZIP for each sample file in English. The average rate of improvement 
is more for the text files that are in-Corpus, which was quite expected.  

We repeated the above comparison for Turkish and obtained the values in  
Table 4.2. Our scheme does behave similar on Turkish as well: The word list flexible 
compression yields better results than GZIP while the fixed scheme is worse than 
GZIP. Looking at the average improvement levels of flexible scheme in Tables 4.1 
and 4.2, we see that the average level of improvement for Turkish is better than that 
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of English, 16.83% and 1.78%, respectively. These results support our hypothesis that 
a language with higher average word length (Turkish) can benefit more from a word-
list based compression approach as compared to one with a lower average word 
length (English). 

 

Table 4.1. Performance Comparison of English Texts 

Improvement Improvement 

over GZIP over GZIP

Eng1 Yes 2.93 3.47 -18.43% 2.71 7.51%

Eng2 Yes 2.69 3.20 -18.96% 2.73 -1.49%

Eng3 No 2.85 3.49 -22.46% 2.85 0.00%

Eng4 No 2.70 3.51 -30.00% 2.67 1.11%

2.79 3.42 -22.46% 2.74 1.78%

GZIP

Avg

Fixed Flexible

bpc bpc
Filename In Corpus?

 
 

Table 4.2. Performance Comparison of Turkish Texts 

Improvement Improvement 

over GZIP over GZIP

Trk1 Yes 3.13 4.37 -39.62% 2.22 29.07%

Trk2 Yes 3.10 4.30 -38.71% 2.29 26.13%

Trk3 No 2.95 4.41 -49.49% 2.82 4.41%

Trk4 No 2.90 4.08 -40.69% 2.70 6.90%

3.02 4.29 -42.13% 2.51 16.63%Avg

Fixed

bpc

Flexible

bpc
Filename In Corpus? GZIP

 
 
The compression technique we introduced is a general tool. So, we cannot expect 

new source texts to be in-Corpus. For this reason, analyzing the out-Corpus figures in 
Tables 4.1 and 4.2 is more convenient. Calculating the average rate of improvement 
for both in-Corpus and out-Corpus files in both Tables, we get 2.72 bpc average for 
English in-Corpus files, 2.76 bpc average for English out-Corpus files while the cor-
responding values on Turkish files are 2.26 bpc and 2.76 bpc, respectively. Hence, 
Turkish has more potential for improvement in terms of finding a way to boost out-
Corpus text compression rates to the level of in-Corpus compression rates. 

We also compared the compression performance of our scheme with another word 
based compression tool called Word Based Dynamic Huffman Coding (WBDH), 
which was introduced by Diri [8]. We used the same Turkish data set containing 14 
text files as in [8] and the results are given in Table 4.3.  

Our scheme with flexible encoding outperforms each of GZIP and WBDH tech-
niques for the first sample text file 1. In terms of the average bpc rates, GZIP is the 
best algorithm with 2.82 bpc, our technique employing flexible encoding where statis-
tics are gathered on sample texts is the second best with 3.37 bpc, which is followed 
by WBDH with 3.61 bpc, then comes our technique with fixed encoding where prefix 
codings are made using corresponding Huffman codes with 3.95 bpc, then flexible 
word based list encoding using statistics gathered from language and lastly comes the 
fixed word based list encoding employing predetermined prefix length with 4.62 bpc. 
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Table 4.3. Comparison with WBDH on Turkish Texts 

Static Dynamic Static Dynamic
bpc bpc bpc bpc bpc bpc

1 3.41 4.02 4.62 4.01 2.31 2.31

2 2.76 3.90 4.64 3.96 4.13 3.43

3 2.94 4.04 4.92 4.14 4.24 3.51

4 2.48 3.82 4.71 4.01 3.95 3.32

5 2.98 3.84 4.75 4.03 4.12 3.41

6 2.18 3.62 5.06 4.22 5.01 3.95

7 2.80 3.76 4.61 3.92 4.17 3.42

8 3.08 3.74 4.66 3.96 4.24 3.47

9 3.04 3.78 4.68 3.98 4.15 3.42

10 2.74 3.27 4.50 3.87 4.02 3.37

11 2.73 2.96 4.51 3.87 4.13 3.44

12 2.69 3.19 4.48 3.85 3.98 3.33

13 2.74 3.18 4.46 3.84 4.11 3.42

14 2.90 3.39 4.12 3.57 4.09 3.39

Average 2.82 3.61 4.62 3.95 4.05 3.37

Filename GZIP-9 WBDH
Word Based List Compression

Fixed Flexible

 

5   Conclusions 

We have introduced a novel concept for compressing text files in a word based man-
ner. For that, we utilized word frequencies of source languages being English and 
Turkish. The results we obtained showed that Turkish having a higher average word 
length  benefits more from our word-list based compression approach as compared to 
English with a lower average word length with 16.83% and 1.78% improvements 
over standard GZIP, respectively. 

The compression performance of our scheme is comparable to and in some cases 
even better than that of the conventional compression tool GZIP. We also compared 
our results with another word based compression algorithm called Word Based Dy-
namic Huffman (WBDH) Coding. Our scheme again outperforms this algorithm for 
some individual texts on the average.  
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Abstract. Text similarity join operator joins two relations if their join attributes 
are textually similar to each other, and it has a variety of application domains 
including integration and querying of data from heterogeneous resources; 
cleansing of data; and mining of data. Although, the text similarity join operator 
is widely used, its processing is expensive due to the huge number of similarity 
computations performed. In this paper, we incorporate some short cut 
evaluation techniques from the Information Retrieval domain, namely Harman, 
quit, continue, and maximal similarity filter heuristics, into the previously 
proposed text similarity join algorithms to reduce the amount of similarity 
computations needed during the join operation. We experimentally evaluate the 
original and the heuristic based similarity join algorithms using real data 
obtained from the DBLP Bibliography database, and observe performance 
improvements with continue and maximal similarity filter heuristics. 

1   Introduction 

The text similarity join operator, as its name implies, joins two relations if their join 
attributes, which consist of pure text, are highly similar to each other. The similarity 
between join attributes is determined by well-known techniques such as tf-idf 
weighting scheme [1] and cosine similarity measure from the Information Retrieval 
(IR) domain. The text similarity join operator has various application domains. Cohen 
[2], Gravano et al. [3], and Schallehn et al. [4] use this operator for the integration of 
data from distributed, heterogeneous databases that lack common formal object 
identifiers. For instance, in two Web databases listing research institutions, to 
determine whether the two names “AT&T Labs” and “AT&T Research Labs” denote 
the same institution or not, text similarity join operator may be employed.  

Meng et al. [5] use the text similarity join operator to query a multidatabase system 
that contains local systems managing both structured data (e.g., relational database) 
and unstructured data (e.g., text). As an example let’s assume that we have two global 
relations: applicants containing information about job applicants and their resumes, 
                                                           
* This research is supported by a joint grant from TÜB TAK (grant no. 100U024) of Turkey 

and the National Science Foundation (grant INT-9912229) of the USA. 
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and positions including the description of each job; then the text similarity join 
operator is used to answer queries like “for each position, find k applicants whose 
resumes are most similar to the position’s description”. Jin et al. [6] employ similarity 
join operator for solving the problem of record-linkage in the context of data 
cleansing. In [7, 8], we describe similarity join operator to facilitate metadata based 
web querying [9]. 

We classify the text similarity join operators as top-k, threshold, and directional 
similarity join operators [8] such that the top-k similarity join takes two relations R 
and S, and an integer k as input, then joins tuple pairs from R and S according to the 
similarity of their textual join attributes, and returns k joined tuples having the highest 
similarity values. The threshold similarity join also takes two relations R and S, and a 
real threshold value in the range [0..1] as input, and joins tuples from R and S if the 
similarity of their textual join attributes is greater than or equal to the threshold value. 
The last similarity join operator, called directional similarity join, joins each tuple 
from relation R with k most similar tuples from relation S, and returns at most |R|*k 
joined tuples where |R| is the number of tuples in relation R. In this study, we focus on 
the directional similarity join operator, and we try to reduce the amount of similarity 
comparisons executed by employing some early termination heuristics (e.g., Harman, 
quit, continue, and maximal similarity filter) from the IR domain. These heuristics 
improve the performance of the join operation by considering only the tuple pairs that 
have high similarity to each other and ignoring the ones having small or no similarity. 
We also show through experimental evaluation that early termination heuristics 
improve the performance of the similarity join operator considerably in terms of the 
number of disk accesses made and the amount of similarity computations performed.  

The rest of the paper is organized as follows. In the next section, we describe the 
related work. A brief summary of the previously proposed directional join algorithms 
and the early termination heuristics are presented in sections 3 and 4. In Section 5, we 
experimentally evaluate and compare all the algorithms in terms of the CPU time 
required for processing, the number of tuple comparisons and the number of disk 
accesses made. Finally, we conclude our discussion in Section 6.   

2   Related Work 

Recently, similarity join operator for both low and high dimensional data has become 
a popular research topic as it is used in variety of applications such as data 
integration, data cleansing, data mining, and querying. Different techniques have been 
used for the similarity join of low dimensional (e.g., text) and high dimensional data 
(e.g., multimedia, biological data). Among the text similarity join proposals, the 
works presented in [3, 4, 6] describe processing techniques for the threshold similarity 
join operator. In [2, 10, 11, 12, 13, 14], algorithms for the top-k similarity join 
operator are described.  

Although numerous proposals exist for the threshold and the top-k similarity join 
operators, only Meng et al. [5] study the directional similarity join operator. They 
propose and experimentally evaluate three join algorithms namely, Horizontal-
Horizontal Nested Loop (HHNL), Horizontal-Vertical Nested Loop (HVNL), and 
Vertical-Vertical Merge (VVM), which use the well-known similarity measure, tf-idf 
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weighting scheme and cosine similarity measure for similarity comparisons. As the 
names of the algorithms imply, HHNL and HVNL algorithms are nested loops based 
join algorithms such that HHNL algorithm compares each document (tuple) pairs in 
the collections (relations), and HVNL algorithm, on the other hand, uses the 
documents in one collection and the inverted file for the other collection to compute 
the similarities. Algorithm VVM, which is not nested loops based, uses inverted files 
on both collections to compute the similarities. The details of these similarity join 
algorithms and the early termination heuristics applied to these algorithms are given 
in the subsequent sections. 

The similarity measure employed in [5] and also in this study is the cosine 
similarity measure with tf-idf weighting scheme [1] in which, each document (join 
attribute in the similarity join operator) is represented as a vector consisting of n 
components, n being the number of distinct terms (i.e., stemmed words) in the 
document collection, such that each component of a vector for a document gives the 
weight of the term i for that document. Weight of a term for a particular document is 
computed according to tf-idf value, where tf (term frequency) is the number of 
occurrences of term i within the document; and idf (inverse document frequency) 
gives more weight to scarce terms in the collection. The similarity measure is the 
cosine of the angle between the two document vectors such that the larger the cosine, 
the greater the similarity. Other measures such as Hamming distance, and longest 
common subsequence (LCS) for determining the similarity between short strings have 
also been developed. In [2, 3, 5] tf-idf weighting scheme and cosine similarity 
measure are preferred as the vector space model gives quite good matches even for 
short strings. Also, the vector space model allows the use of inverted indices, which 
makes possible for us to integrate some early termination heuristics from the IR 
domain during the similarity comparisons of tuples.  

3   Directional Text Similarity Join Algorithms 

The only study that has appeared in the literature for the directional similarity join 
operator were developed by Meng et al. [5] who presented three algorithms namely 
HHNL, HVNL, and VVM for the join operator. The HHNL (Horizontal-Horizontal 
Nested Loops) algorithm is a blind nested loops join algorithm, in which each tuple r 
in relation R is compared with every tuple in relation S, and k most similar tuples from 
S are joined with tuple r. In [5], the input relations R and S are read from disk. After 
reading X tuples from R into the main memory, the tuples in S are scanned; and while 
a tuple in S is in the memory, the similarity between this tuple and every tuple in R 
that is currently in the memory is computed. For each tuple r in R, the algorithm 
keeps track of only those tuples in S, which have been processed against r and have 
the k highest similarities with r. In the HHNL algorithm, and also in all other 
algorithms described in [5], a heap structure is used to find the smallest of the k-
largest similarities.   

The HVNL (Horizontal-Vertical Nested Loops) [5] algorithm is an adaptation of 
the ranked query evaluation techniques in the IR domain to the join operation. In an 
IR system, the aim is to find the k documents in the system which are most similar to 
the user query. For that purpose, most of the IR systems employ inverted files. In 
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these systems, for each term t in the user query, the term is searched from the inverted 
index and the ids of documents containing term t are found. Then, the similarity 
calculations are performed only for those documents that have at least one common 
term with the user query. Algorithm HVNL is a straightforward extension of this 
method such that for each tuple r in R, the algorithm calculates the similarity of r to 
all tuples in S having at least one common term with r, and selects the k most similar 
tuples from S. The advantage of HVNL algorithm is that, it does not perform 
similarity calculations for all tuples in S as in the case of the HHNL algorithm. In the 
HVNL algorithm, the inverted file consists of (i) an inverted index which includes the 
index term (t), the number of tuples in S containing the index term (ft), and a pointer 
to its corresponding inverted list entry, and (ii) an inverted list which stores tuple id 
having the index term t, and the frequency of the term in that tuple (fs,t). In the HVNL 
algorithm the inverted index is stored in the memory, the inverted list entries, and the 
relations R and S are read from disk.  

The algorithm VVM (Vertical-Vertical Merge) employs sorted inverted indices with 
respect to the index terms on both of the input relations R and S [5]. The VVM 
algorithm scans both inverted files on the input relations at the same time. During the 
scan of the inverted indices, if both index entries correspond to the same index term, 
then similarities are accumulated between all tuples in the inverted lists of the indices. 
The VVM algorithm assumes that, both inverted files as well as relations R and S are 
read from disk. In order to store intermediate similarities between every pair of tuples in 
the two relations, the algorithm needs |R|*|S| accumulators1 that are stored in main 
memory. The strength of the algorithm is that it scans the inverted files only once to 
compute similarities between every pair of tuples. However, the memory requirement 
for the accumulator is so large that it cannot be run for relations having large number of 
tuples. As an example, let’s assume that both relations R and S consist of 100,000 
tuples, and each similarity value requires 4 bytes (size of float), so the memory allocated 
for the accumulator should be at least 100,000*100,000*4 bytes = 40Gb. In this study, 
we do not consider the algorithm VVM due to its huge memory requirement. 

4   Heuristic Based Directional Similarity Join Algorithms 

In the subsequent sections, we first describe early termination heuristics [15] from the 
IR domain that we use to improve the performance of directional similarity join 
operation, and then we briefly introduce directional similarity join algorithms 
employing these heuristics. 

4.1   Harman Heuristic 

Harman et al. [16] proposed a heuristic to decrease the number of similarity 
computations performed during the search of similar documents to a user query.  
We apply this heuristic to the HVNL algorithm as it employs an inverted index  
over the relation S. The HVNL algorithm extended with Harman heuristic is called 
HVNL-Harman in which, for each tuple r in relation R, weights of the terms in r are 
                                                           
1 Accumulator is a set of real numbers (Ars) each stores an accumulated similarity between 

tuples r and s. 
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examined, and the inverted index is accessed only for these terms having a weight 
greater than the 1/3 of the highest weighted term in r. This heuristic is implemented 
by modifying the original HVNL algorithm as presented in Figure 1. The HVNL-
Harman algorithm considers S tuples which have high weighted terms in tuple r, and 
does not perform similarity computations for other S tuples that do not contain high 
weighted terms.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1. HVNL algorithm with Harman heuristic (HVNL-Harman) 

4.2   Quit and Continue Heuristics 

Moffat et al. [17] also suggested to sort the terms in the user query with respect to 
their weights in descending order, and to access the inverted index with respect to this 
order. They place an a priori bound (i.e., accumulator bound) on the number of 
candidate documents that can be considered for the similarity calculation. New 
documents are compared until this bound is reached. The idea behind this heuristic is 
that, terms of high weight are permitted to contribute to the similarity computation, 
but terms of low weight are not. When the bound is reached; in the quit approach, the 
cosine contribution of all unprocessed terms are ignored, and the accumulator 
contains only partial similarity values for documents. In the continue strategy, 
documents that do not have an accumulator are ignored, but documents for which 
accumulators have already been created continue to have their cosine contributions 
accumulated. When the processing ends, the computation of full cosine values for a 
subset of the documents becomes completed.   

As the quit heuristic allows only the partial similarity computation, it is not suitable 
for the directional similarity join operator. To find top-k similar tuples for a given 
tuple r, we need to have full cosine values and thus, we use the continue heuristic 
with the HVNL algorithm (HVNL-Continue). In this variation of the HVNL 
algorithm, for each tuple r of R, only s tuples from S which have high weighted terms 
in r are considered for similarity computations until the accumulator bound on the 

1.  for each tuple r in R 
2.     {compute weights (wt) of each term in r and sort the terms with  
          respect to wt in descending order; 
3.       for each term t in r having weight wt > (max{wt for all t in r}/3) 
4.          if t also appears in S 
5.              if the inverted file entry of t on S (I1

t) is in the memory 
6.                 accumulate similarities; 
7.              else (if the inverted file entry of t on S (I1

t) is not in the memory) 
8.                 if the available memory space can accommodate I1

t  
9.                    read in I1

t; 
10.               else  
11.                  find the inverted file entry in the memory with the lowest  
                       term frequency and replace it with I1

t ; 
12.               accumulate similarities;} 
13.  find the tuples in S which have the k largest similarities with r; 
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number of tuples that can be considered for similarity computations is reached. When 
the accumulator bound is reached, the full cosine similarities between tuple r and s 
tuples become computed and the k-most similar tuples to r are selected. In the HVNL-
Continue algorithm, we need document vectors (term weights) for tuples in relation S 
to compute the full cosine similarity values. Term weights for each s tuple can be 
computed prior to the join operation by just passing over the relation only once as a 
one time cost. For the implementation of the HVNL-Continue algorithm, we modify 
the 3rd line of the algorithm in Figure 1 as “for each term t in (sorted terms list of) r”. 
Also, in the 6th and 12th lines of the algorithm, for each tuple r in relation R, we 
increase the value of a counter variable by 1 each time a new s tuple is considered for 
similarity computation, and when the value of the counter becomes equal to the 
predetermined accumulator bound, the for loop in line 3 is exited, and the counter is 
reset.    

4.3   Maximal Similarity Filter Heuristic  

“Maximal similarity filter” [7] is another technique that may be used to reduce the 
number of tuple comparisons made during the directional text similarity join 
operation. Let us = <u1 u2 … un> be the term vector corresponding to the join 
attribute of tuple s of S, where ui represents the weight of the term i in the join 
attribute.  Assume that the filter vector fR = <w1 … wn> is created such that each 
value wi is the maximum weight of the corresponding term i among all vectors of R. 
Then, if cos_sim (us, fR) < Vt then s can not be similar to any tuple r in R with 
similarity above Vt. The value cos_sim (us, fR) is called the maximal similarity of a 
record s in S to any other record r in R.  

In the HVNL algorithm with maximal similarity filter (HVNL-Max-Filter), the 
inverted list entries are accessed with respect to descending order of maximal 
similarity values of s tuples. For each term t in tuple r of R, the inverted index is 
entered and the similarity comparisons are stopped at the point when the maximal 
similarity value (cos_sim (us, fR)) for the tuple s is less than the smallest of the k-
largest similarities computed so far for tuple r, since it is not possible for s to be in the 
top-k similar tuples list. The maximum weight of a term for a given relation is 
determined while creating the vectors for the tuples, and the filter vector for each 
relation may be formed as a one-time cost. To apply this heuristic, we need to sort the 
inverted list entries with respect to maximal similarity values of tuples just once 
during the preprocessing step. The HVNL-Max-Filter algorithm is also very similar to 
the HVNL-Harman algorithm (Figure 1). One difference is, the 3rd line of HVNL-
Harman is changed as “for each term t in r”. Also, in lines 6 and 12, similarity 
computations for s tuples having term t are performed if the maximal similarity value 
for the tuple s is greater than the smallest of the k-largest similarities computed so far 
for tuple r, otherwise the for loop in line 3 is exited. 

We also apply the maximal similarity filter heuristic to the HHNL algorithm (i.e., 
HHNL-Max-Filter), in which we sort the tuples in relation S in descending order of 
their maximal similarity filter values as a preprocessing step, and we terminate the 
inner loop when the maximal similarity filter for the s tuple that is being processed is 
less than the smallest of the k-largest similarities computed so far for the tuple r.   
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5   Experimental Results 

We compared the performance of HHNL, HVNL, HVNL-Harman, HVNL-Continue, 
HVNL-Max-Filter, and HHNL-Max-Filter in terms of the number of tuple 
comparisons made, the number of disk accesses required, and the CPU time needed. 
For the experimentation, we implemented these algorithms in C programming 
language under MS WindowsXP operating system. We did not include VVM since it 
requires huge amount of memory to keep intermediate similarities between tuple 
pairs. In the implementation, the relations R and S are stored on disk and each block 
read from the relations contain 10000 tuples. For the HVNL and its variations, the 
inverted index is in-memory, however the inverted list entries are stored on disk and 
up to 5000 inverted list entries are kept in the cache. An inverted list entry that is not 
in the cache is retrieved from disk by making random disk access, and when the cache 
is full, the entry for the term having the least term frequency is replaced with the new 
entry.  

In the experiments, we used a real dataset that consists of the bibliographic 
information of journal and conference papers obtained from the DBLP Bibliography 
database [18]. In the implementation of the directional text similarity join, the 
relations R and S do not contain any common tuple, and the relation R consists of 
bibliographic information of approximately 91,000 journal papers, and the relation S 
contains bibliographic information of 132,000 conference papers. The paper title 
attribute is chosen as the join attribute, and for each journal paper r in relation R, we 
try to find k conference papers from relation S having the most similar titles to the 
title of r. We created the vectors and the maximal similarity filters for the join 
attribute of each tuple in the relations R and S, and the inverted index on relation S in 
advance as the preprocessing step. We assumed that we have enough main memory to 
store the inverted index and the accumulators used for similarity calculations. The 
experiments were performed on a PC having Pentium III 450 MHz CPU and 320 MB 
of main memory.  

In Figure 2, the results in terms of the number of tuple comparisons (i.e., similarity 
computations) performed by the implemented algorithms for different k values are 
presented. As displayed in the figure, the HHNL algorithm needs to make around 12 
billion comparisons for each different k values to join R and S, while all versions of 
the HVNL algorithm do less than 900 million tuple comparisons for the same join 
operation. HVNL, and all variations of the HVNL algorithm perform much better 
than the HHNL algorithm, because of the fact that these algorithms employ inverted 
index on the input relation S, and they compare similarity of tuples which are 
guaranteed to have a similarity value greater than 0. The HHNL algorithm, on the 
other hand, makes similarity computation for all tuple pairs regardless of whether the 
tuples contain any common term or not.  

The maximal similarity filter heuristic reduces the number of tuple comparison 
about 25% for both the HHNL and the HVNL algorithms. We use continue and 
Harman heuristics with the HVNL algorithm only, as these heuristics are applicable 
when an inverted index is employed. The continue heuristic, in which accumulator 
bound is set to 5000 tuples, provides more improvement on the performance of the 
HVNL algorithm by decreasing the number of tuple comparisons by 50%. The 
Harman heuristic, on the other hand, does not improve the performance of the HVNL 
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algorithm, because term weights for our input data are quite close to each other. 
Changing the value of k does not affect the number of tuple comparisons except for 
the maximal similarity filter heuristic. As the k value increases, maximum similarity 
filter heuristic needs to make more tuple comparisons to find top k similar tuples. 

 

 

Fig. 2. Number of tuple comparisons for all algorithms vs. k values 

We also computed the number of disk accesses (Table 1) required by all algorithms 
when the relations R and S, and the inverted list entries on the join attribute of relation 
S are stored on disk. In the disk access computation, we ignored the number of disk 
accesses made for writing the joined tuples to the disk. According to Table 1, the 
number of disk accesses performed by the HHNL algorithms, which is approximately 
150 disk accesses, is quite less than those obtained with the HVNL algorithms since 
for each term t considered during the similarity comparisons, the HVNL based 
algorithms read inverted list entries of term t (i.e., It) by making a disk access if it is 
not in the memory. According to the Table 1, the continue heuristic reduces the 
number of disk accesses of the HVNL algorithm by 50%. The Harman and maximal 
similarity filter heuristics, on the other hand, do not lead to any reduction on the 
number of disk accesses required. This result is due to the fact that, the term weights 
in our dataset are close to each other and the Harman heuristic considers almost all 
terms in a tuple r during the similarity computations. The maximal similarity filter 
heuristic on the other hand, needs to access all the inverted list entries for all terms in 
a tuple r to find the s tuples having high maximal similarity values. Therefore, the 
maximal similarity filter heuristic only reduces the number of tuple comparisons 
performed when the inverted list entries are sorted with respect to the maximal 
similarity value of tuples.    

Table 1. Number of disk accesses performed by all the algorithms for all k values 

k HHNL HHNL-
Max-Filter 

HVNL HVNL-
Harman 

HVNL-
Continue 

HVNL-
Max-Filter 

5-25 150 150 26282 26198 14176 26282 
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Fig. 3. CPU time required by all algorithms for the directional similarity join 

Although the number of disk accesses performed by the HHNL based algorithms is 
quite less, the number of tuple comparisons is considerably higher than the HVNL 
based algorithms. To determine which group of algorithms is more efficient, we 
measured the CPU time required by all of the join algorithms for k=10 and reported 
the results in Figure 3. As presented in Figure 3, the CPU time required to execute the 
join operation is 11725 seconds for the HHNL algorithm, and 2810 seconds for the 
HVNL algorithm, which implies that similarity computations take much longer CPU 
time than making disk accesses for retrieving inverted list entries. The maximal 
similarity filter heuristic reduces the CPU time by 16% for the HHNL and 20% for 
the HVNL algorithms. The continue heuristic makes 35% reduction in the processing 
time when the accumulator bound is set to 5000 tuples. The Harman heuristic, on the 
other hand, does not provide any improvement since it also does not make any 
reduction in the number of tuple comparisons and disk accesses.   

For the continue heuristic, the accumulator bound is an important factor on the 
performance of the join algorithm. To show the effect of the accumulator bound on 
the join operation, we run the HVNL-Continue algorithm with different accumulator 
bounds and present the results in Table 2. We observed that, as the accumulator 
bound is decreased, the number of tuple comparisons falls, due to the fact that, the 
accumulator bound is an upper bound on the number of tuples that can be considered 
for similarity comparisons. The number of tuple comparisons made remain the same 
for different k values. 

 

Table 2. The effect of accumulator bound for the continue heuristic 

 

Accumulator  
     Bound 

# of Tuple  
Comparisons  

# of Disk 
 Accesses 

CPU  
Time (sec) 

Accuracy 

5,000 372,448,481 14,176 1854 65% 
10,000 604,454,778 20,001 2595 84% 
15,000 732,112,934 22,678 2801 91% 
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We examined the accuracy of the output produced by the algorithms that employ 
early termination heuristics as follows: Accuracy= |B ∩ H| / |B|, where B denotes the 
actual output set generated by the HHNL or HVNL algorithm, H is the output  
generated by the algorithm that employ any one of the early termination heuristics, 
and | . | denotes the set cardinality. We observed that the Harman heuristic generates 
exactly the same output as the HHNL, and HVNL algorithms; the continue heuristic, 
on the other hand, could achieve 65% accuracy when the accumulator bound is set to 
5000 tuples, and the accuracy can be improved up to 91% when the accumulator 
bound is increased to 15000 tuples. As the accumulator bound is an upper bound on 
the number of tuples that can be considered for the similarity comparisons, it highly 
affects the accuracy of the continue heuristic. For the maximal similarity filter 
heuristic, we observed that the accuracy of this heuristic is 100%, as it calculates the 
similarity for s tuples having maximal similarity value greater than or equal to the 
smallest of the k largest similarities computed so far for tuple r. Therefore, the 
heuristic considers all s tuples that can be in the result set by eliminating the ones that 
are not possible to be in the result.  

6   Conclusion 

Similarity based text join is a very useful operator to be employed in a variety of 
applications. In this study, we incorporate some early termination heuristics from the 
Information Retrieval domain to achieve performance improvement for the text 
similarity join algorithms. We have demonstrated through experimental evaluation 
that nested loops based similarity join algorithm performs the best in terms of the 
number of disk accesses required; however, it compares every tuple pairs from the 
relations to be joined and leads to a huge amount of expensive similarity 
computations. Inverted index based join algorithm, on the other hand, achieves very 
small number of similarity computations while requiring large number of disk 
accesses. When we compare the processing time of the algorithms, we have 
demonstrated that the index based algorithm is superior to the nested loops based one, 
and we have observed further performance improvement by applying the maximal 
similarity filter and the continue heuristics to the index based join algorithm.     
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Abstract. In this paper, a multimodal video indexing and retrieval system, 
MMVIRS, is presented. MMVIRS models the auditory, visual, and textual 
sources of video collections from a semantic perspective. Besides multimodal-
ity, our model is constituted on semantic hierarchies that enable us to access 
the video from different semantic levels. MMVIRS has been implemented 
with data annotation, querying and browsing parts. In the annotation part, 
metadata information and video semantics are extracted in hierarchical ways. 
In the querying part, semantic queries, spatial queries, regional queries, spatio-
temporal queries, and temporal queries have been processed over video col-
lections using the proposed model. In the browsing parts, video collections are 
navigated using category information, visual and auditory hierarchies. 

1   Introduction 

With the developments in data capturing, storing and transferring technologies, video 
usage has increased in different applications. Video data is different from textual data 
since video has image frames, sound tracks, visible texts, speech texts, temporal, and 
spatial dimensions. For handling all video semantics coming from different data 
sources, an efficient and effective video data model is necessary. Besides the data 
model, functional query interfaces and efficient querying algorithms are crucial issues. 
    There are visual, auditory, and textual modalities in video. The visual modality 
contains everything that can be seen in the video. The auditory modality contains 
everything that can be heard in the video, such as speech, music, and environmental 
sounds. The auditory modality can provide valuable information when analyzing 
video programs [1, 2, 3, 4]. The textual modality contains everything that can be con-
verted into text streams in the video document [5, 3, 6, 7, 8]. Texts give illuminating 
information to watchers of the video. Considering all information sources in the 
video, Snoek and Worring [9] define multimodality as expressing video data using at 
least two modalities.  Different video modalities are used corporately for automatic 
scene detection [2, 3, 5, 7]. 
    To model the huge content of video and to return video segments to asked ques-
tions are the main focuses of semantic based video modeling and retrieval studies  
[4, 10, 11, 12, 13].  In semantic based video modeling [4, 10, 11, 12], video is  
                                                           
* This work is supported in part by Turkish State Planning Organization (DPT) under grant 
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segmented into meaningfully manageable portions, then semantically rich entities and 
relationships are extracted and indexed. Relationships between semantic entities can 
be temporal [12, 13] or spatial [11, 12, 13, 14]. Spatio-temporal relations consider 
changing object positions in time and provide querying object trajectories [11, 12, 
14]. The hierarchical video model provides many semantic levels that facilitate the 
understanding of video content. Visual events are modeled in a hierarchy at [6, 11, 
13] and visual, auditory, and textual sources are considered in physical hierarchies in 
[7]. Petkovic and Jonker [4] model audio primitives beside visual primitives. Video 
querying is used by users who know what they want, while video browsing is used by 
users who want to figure out the video content. Besides semantic entities, video col-
lections and video clips can be modeled using metadata and querying the video data-
base can be done by using metadata information [8, 11].   
    The main purpose of this study is as follows: modeling video collections using all 
kinds of semantic entities with space and time dimensions; getting results to different 
kinds of queries more effectively and efficiently; and finally browsing video collec-
tions. The MMVIRS has the following properties and contributions:  

1. It supports modeling the video semantics using auditory, visual, and textual  
information and spatio-temporal dimensions altogether. Our main differences 
from previous works [4, 10, 11, 12] is modeling all modalities and dimensions  
altogether. 

2. Our model is constructed over semantic hierarchies in visual modality and audi-
tory modality. We separate from previous works [6, 7, 11, 13] by combining se-
mantic visual hierarchies with semantic auditory and speech hierarchies. 

3. Based on our model, we introduce multimodal semantic queries that enable vari-
ous query combinations of visual, auditory, and textual semantics. Considering all 
modalities, users can access desired information more quickly and redundant re-
sults are minimized. We support hierarchical queries that are usable in querying 
visual, auditory and speech hierarchies. Our model considers video collections 
and keeps video metadata information in addition to semantic entities. Semantic, 
spatial and spatio-temporal queries are processed on video collections. In previ-
ous works, there are no multimodal queries and hierarchical queries. 

4. We support browsing of video collections according to categories of video, visual 
semantic hierarchies, and auditory semantic hierarchies. We combine metadata 
information and semantic hierarchies. Our difference video browsing is support-
ing multimodal and hierarchical browsing. Studies in [8,11] consider metadata in-
formation and visual semantic entities in browsing. 

5. We have developed compact MMVIRS tool that covers data annotation, querying 
and browsing parts. In the annotation part, metadata information, visual entities, 
and auditory entities are annotated and stored in a database. In the querying part, 
semantic queries, temporal queries, fuzzy spatial queries, fuzzy regional queries, 
and fuzzy trajectory queries have been implemented. We have also implemented 
conjunctive queries that contain multiple query sentences in the same type. In the 
browsing part, videos are navigated using category information, visual hierar-
chies, and auditory hierarchies. In querying and browsing, proposed multimodal 
video model is used. 
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   The rest of this paper is organized as follows: section 2 describes the proposed data 
model, section 3 shows supported query types, section 4 describes MMVIRS architec-
ture, and the conclusion and future research directions are given in Section 5. 

2   MMVIRS Architecture 

In MMVIRS architecture, there are annotator, video model, query processor, and 
browser parts as shown in Figure 1. In annotator part, video metadata, visual semantic 
entities, auditory semantic entities, speech, and visible texts are annotated and placed 
in the proposed video model. The annotated data and model structure are stored in a 
database. Annotator allows update the previously annotated video data. The video 
data model consists of time interval trees, data structures and their relations. The 
model is constructed using information in the database. In query processor part, there 
are query algorithms, which use the proposed data model, for answering users’ query 
specifications coming from user interfaces. In query user interfaces, user can specify 
the query by selecting semantic entities, typing text, drawing region, or drawing path.  
The results of the queries can be played on the raw video files. The browser is con-
nected to the video model and provides users to navigate video collections via their 
categories and semantic hierarchies. Browser opens the navigated raw video and plays 
the selected events. 

  

 
Fig. 1. MMVIRS Architecture 

3   Multimodal Video Database Model 

In video data, each video source has different characteristics. Time boundaries of 
visual semantics and auditory semantics can be different. While visual semantics are 
changing, the audio part can still give the same meaning or vice versa. Thus, auditory 
and visual data sources should be segmented separately. Written texts are part of 
image frames, so “text appearing” can be modeled as one of the visual events. Speech 
is one type of auditory event and is suitable for modeling with auditory information. 
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Considering all differences and similarities among different modalities, we pro-
pose the multimodal video model. In our approach, video is segmented into time  
intervals logically. After segmentation, semantic entities in each time interval are 
extracted and associated to the time interval. The semantic entities are annotated 
manually and labeled using free text.  

3.1   Video Segmentation 

We use semantic hierarchies in auditory and visual semantic segmentation. Our hier-
archy has two levels. At the first level, video is segmented into big chunks containing 
semantically related and temporally adjacent events. These big chunks do not overlap 
with each other.  At the second level, big chunks are divided into atomic semantic 
segments. These atomic chunks can overlap with each other. 
 The visual content is segmented by considering visual happenings. The levels of 
visual content hierarchy are:  

1. Sequences: Temporally adjacent and semantically related events can be gathered 
under a sequence. Generally sequences have more general and wide titles such as 
party, street, war, night, wedding, and so on.  

2. Scenes: Each sequence can be partitioned into atomic sub-events which are called 
scenes. A scene’s time interval is bound with its sequence time interval.  There 
must be one visual event in each scene. For example, the wedding sequence has 
scenes such as “groom kissing bride” and “audience applauding”. The applauding 
and kissing events can overlap. Text keywords are extracted at this level. 

 The auditory content of the video is segmented into coherent time intervals having 
distinct audio characteristics. The levels of auditory content hierarchy are:  

1. Background intervals: Audio content can be segmented into big chunks listening 
background sounds. Background sounds give a general feeling of the ambiance in 
the time intervals. Some examples of background sounds are bar ambience, street 
sounds and so on. If there is a long speech given by one speaker, such as prime 
minister is speaking, we label this speech at the background level and we divide 
this background interval into sub-sections according to varying speech subjects. 

2. Foreground intervals: Each background interval is divided into foreground inter-
vals, which are more distinguishable and distinct audio happenings, such gunshot, 
screaming, explosion etc. Foreground interval characteristics resemble scenes’ 
characteristics. In speech events, speech keywords are extracted at the foreground 
level.  

    After segmentation the visual content and the auditory content, we get a time inter-
val tree as shown in Figure 2. In a video, there are two hierarchy trees: visual and 
auditory. In the visual tree, there are sequence and scene levels. Objects and events 
are connected to time intervals. At the scene level, visual objects are related with 
region and text events are related with keywords and text region. In the auditory tree, 
there are background and foreground intervals. Events and objects are connected to 
time intervals. Speech keywords are extracted at the foreground level. There can be 
many videos in the database, and each video has the same structure. 
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Fig. 2. Video hierarchies and their relations with semantic entities 

3.2   Multimodal Video Model 

Considering video metadata information and all semantic entities, we propose a ge-
neric video model that is shown in Figure 3. Metadata information is kept in video-
metadata class that is associated with other classes with ‘VideoId’ attribute. Semantic  
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entities in video are events and objects. Events may have zero or more objects. Each 
event and each object are related with at least one time interval. Auditory events and 
visual events have common and different features, so common features are general-
ized in event class, different features are specialized events in inherited classes.  A 
similar way, the auditory object and the visual object inherit from the object class. 
Visual objects can be seen in different regions in different time intervals. “Visual-
Text” events have spatial regions. The moving region is composed of locations. List 
keywords represent linked-list data structure. All classes will be described in sub-
sections. 

3.2.1   Video Metadata 
We propose a model that considers video collections so video metadata information 
must be kept. Metadata information can be extended according to application 
requirements. Each video has a unique video identity number that is given from the 
database automatically. Formally, we describe video metadata as video-metadata = 
{VideoId, VideoName, Category, Description, Date, Length, VideoUrl}.  

3.2.2   Time Interval 
There are two levels in both auditory and visual semantic hierarchy. At the first level, 
big chunks may have multiple atomic segments, so these two levels construct a multi-
way tree structure. A multi-way tree structure is constructed through ‘ParentId’ 
attribute. If the time interval is at the first level, then there is no parent of this interval, 
hence we give 0 for ‘ParentId’. If the time interval is at the second level, then we give 
parent’s ‘IntervalId’ for ‘ParentId’ of the interval.  Each time interval must be labeled 
with one event as ‘IntervalName’ and must be between the start time and end time. 
Formally, we describe video metadata as time-interval = {IntervalId, VideoId, 
ParentId, IntervalName, StartTime, EndTime}.  

3.2.3   Event 
Events are visual or auditory happenings. They happen in a time interval, so they are 
related with time intervals. One event can happen in different time intervals and in 
different videos. Each event must have a unique event-id in a video. Each event must 
have name and type. Formally, the event is described as, event = {EventId, VideoId, 
EventName, EventType, TimeInterval List}.  

3.2.3.1   Visual Event. The visual event is inherited from the event class. We catego-
rize events at the sequence level with “Visual-Sequence” type. At the scene level, 
there are text appearing events in “Visual-Text” type and normal events in “Visual-
Normal” type. Events in “Visual-Text” type do not contain objects, but contain text 
keywords and text region. All visual events in “Visual-Text” type are named with 
“text appearing”. There can be more than one visible text in the video. They differ 
from each other with their keywords and their time intervals. Events in “Visual-
Normal” type can contain visual objects. Formally, the visual event is described as 
visual-event = {VisualObject List, Text List, TextRegion}.  



808 N. Durak and A. Yazici 

 

3.2.3.2   Auditory Even. The auditory event is inherited from the event class. The 
“Auditory-Ambiance” type is given to events in background intervals. At the  
foreground level, all aural happenings except speech are in the “Auditory-Normal” 
type. A speech event is different from other events because it contains speech text. So 
we separate speech events from other auditory events with the “Auditory-Speech” 
type. In the speech events, speech keywords are associated with the event and the 
speaker is associated with the object of the speech event. All speech events are  
labeled with “speech”. Different speech events vary from each other with their time 
interval, speaker, and speech keywords. Formally, the auditory event is described as 
auditory-event = {AuditoryObject List, Speech List}.  

3.2.4   Object  
Objects are can be seen or heard in events. There are a lot of real world objects in a 
video, but we consider only salient objects. One object can be seen or heard in 
different time intervals, and in different videos. Each object must have name and a 
unique id in a video. Formally, the object is described as object= {ObjectId, VideoId, 
ObjectName, TimeInterval List}.  

3.2.4.1   Visual Object. One visual object can be seen in different visual events and in 
different spatial positions. Visual events, in which the object is seen, are kept in the 
‘VisualEvent List’. The visual objects have spatial positions which are extracted at the 
scene level. One object can be seen in different regions in different time intervals. 
Formally, the visual object is described as visual-object = {VisualEvent List,  
TimeInterval List, ObjectRegion List}.  

3.2.4.2   Auditory Object. Auditory objects are sources of sound. Sometimes finding 
the sound source can be difficult. Background intervals have this kind of mixed 
sound, so we do not label the objects at the background level except from the long 
speeches. However objects are more distinguishable in foreground intervals, so we 
label the sound sources at the foreground level. Formally, the auditory object is de-
scribed as auditory-object = {AuditoryEvent List}.  

3.2.5   Moving Region 
Moving region is concerned with visual objects and visual events in text type.  
The object position or text position is taken in every considerable movement. We  
kept changing positions and their taken times in the moving-region class described 
formally as moving-region = {RegionId, VideoId, OriginName, TimeList,  
Location List}. 

3.2.6   Location 
The positions of the object or the text are annotated manually using a minimum 
bounding rectangular that covers the object’s top-left point and bottom-right point. 
These two points are stored in the location class that is described formally as location = 
{LocationId, VideoId, Top-Left X, Top-Left Y, Bottom-Right-X, Bottom-Right Y}.  
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4   Querying and Browsing 

In addition to covering all video modalities and dimensions, our model considers 
video collections; consequently, we have very rich query types. Supported queries are 
semantic queries, regional queries, fuzzy spatial queries, temporal queries, and fuzzy 
spatio-temporal queries. Metadata information can be queried with these queries. 

In semantic queries, semantic entities are queried over a video or a video collec-
tion. We support conjunctive semantic queries. We collect all semantic queries in four 
categories: auditory, visual, multimodal, and hierarchical queries. 

Auditory Queries: This type of queries contains auditory clues such as auditory 
events, auditory objects or speech keywords; therefore, auditory data structures are 
searched for retrieving the query results. An example is: “Find all intervals where 
Bush is speaking about Turkey in all news videos between 2003 and 2005”. 
Visual Queries: These queries contain visual clues such as visual events, visual ob-
jects, and visible text keywords. Therefore visual data structures are searched for 
retrieving the query results. Examples are “Find all intervals in which Tom Hanks 
is eating and Burger King text is appearing in terminal film” and “Find all videos 
having plane and tower objects”. 
Multimodal Queries: Queries in this type contain both auditory clues and visual 
clues. With multimodal queries, users can search the video collections from differ-
ent aspects. Using different data modalities, users can express their queries more 
detailed and richly, and they reach to exact results more quickly. Each subpart of 
the multimodal query is processed separately, then results of each part are com-
bined. Some multimodal query examples are: “Find all intervals that ‘Gool key-
word is appearing’ and ‘Speaker is speaking about Zidane and penalty’ in soccer 
videos” or “Find all videos in which ‘America text appears’ and ‘crashing is 
heard’ ”.  
Hierarchical Querying: In this type of queries, the hierarchical structure of video 
content is queried. We can search events in “Visual-Sequence” or “Auditory-
Ambience” types via their sub-events or sub-objects. Some examples are: “Find all 
sub-events in Party visual event” or “Find all objects in Accident auditory event”. 
 
In fuzzy spatial queries, spatial relationships between two objects are queried with 

a membership value. Our approach differs from previous studies [11,12] by process-
ing queries over video collections. Fuzzy values are computed with membership func-
tions defined in the study [12]. An example query for this type can be “Find all inter-
vals in which ‘player-1 is left of ball with 0.6 certainty level’ and ‘ball is right of 
goalpost with 0.5 certainty level’ in all videos”. 

In fuzzy regional queries, visual objects or texts are queried according to their po-
sition over the video frames. In addition to this query type, text and visual object 
locations can be queried. Some query types are: “Find all locations, in which assassin 
is seen between 4th and 9th minutes in news videos” or “Find all intervals Cola Coca 
text is seen in center with a threshold value of 0.8 in soccer videos”. 
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In fuzzy trajectory queries, whether given object follows given path is queried 
over video collections. Trajectory queries are processed using formulas in [12]. We 
can process the trajectory queries over video collections instead of a single video file 
as in [12]. One query example is: “Find all ball trajectories from the location L1 and 
to location L2 with uncertainty level of 0.5 in news videos”. 

In temporal queries, temporal relations between events in either the auditory type 
or the visual type are queried in a specified video. We do not support this query proc-
essing over video collections, because temporal orders of events are meaningful in 
own video. We also support conjunctive temporal queries. Some temporal query ex-
amples are: “Find all time intervals when ‘fighting is seen’ overlaps with ‘ambulance 
is heard’”. 

In video browsing, all videos in the system can be navigated via auditory and vis-
ual semantic hierarchies. We use tree format for showing these hierarchies. At the 
first level of the tree, videos are grouped as their categories hence users can navigate 
the desired video category. Under each video, there are auditory semantic hierarchy 
and visual semantic hierarchy. In the visual hierarchy, sequences are listed and under 
each sequence its scenes are listed. In the auditory hierarchy, background intervals are 
listed and under each background interval its foreground intervals are listed. Besides 
browsing, users can play the desired semantic event. 

In Figure 4, MMVIRS tool is shown with semantic query user interface and query 
results user interface. Tool provides annotation, querying, and browsing facilities on 
video collections. 

 
Fig. 4. Screenshot of MMVIRS tool 
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5   Conclusion 

In this paper, we present a multimodal video model that considers visual, auditory, 
and textual sources with spatial and temporal dimensions. By covering all data 
sources of video, we capture all types of semantic entities that complement each 
other. Besides semantic entities, the model considers video collections and keeps 
metadata information. Thus, it constitutes a full video database system. The model is 
constructed on visual and auditory hierarchies. Using semantic hierarchies, users can 
query or browse the video collections roughly or in detail. A variety of query types 
can be processed using the proposed model such as semantic, spatial queries, regional 
queries, temporal queries, and fuzzy queries. Our multimodal queries enable users to 
query different data sources altogether, thus users can reach desired information more 
quickly. Our proposed model can be applied in different video applications and vari-
ety of video domains such as news, sports, films, talk-shows, and so on. The 
MMVIRS has been implemented in Java as a compact tool. Due to space limitation, 
the details of the implementation, query algorithms and all user interfaces of the sys-
tem are not included in this paper. They can be found at [15]. 

In our hierarchy, there are two semantic hierarchy levels. Under the second level, 
the physical shots can be added. Thus low level features and high level features can 
be handled in one model. Another topic for a future study is to develop a query proc-
essor supporting answering people’s daily questions that can be developed using natu-
ral language techniques. Online querying and browsing of the video collections could 
be another improvement. 
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Abstract. A data stream management system (DSMS) has to handle
high-volume and bursty data streams with large number of continuous
queries. When an input rate of any data stream exceeds the system capac-
ity, the DSMS has to shed load by dropping some fraction of unprocessed
data items. In this paper, we propose a new load shedding algorithm for
continuous queries over data streams. Unlike previous algorithms assum-
ing that all queries are equally important, we consider the priority of each
query so that more important queries make more convincing outputs. As
a result, the proposed algorithm can support differentiated quality of
services by exploiting semantics inherent to applications. We also report
the experiment results confirming the benefits of the proposed algorithm.

Keywords: data stream, load shedding, continuous query, quality of
service, performance evaluation.

1 Introduction

There has been a surge of interest recently in query processing over data streams
[2,4,8]. A data stream is a real-time, continuous, and ordered sequence of data
items. In many of the relevant applications - network monitoring, sensor pro-
cessing, web tracking, telecommunication, and so on - data streams are typically
queried using long-running continuous queries rather than the traditional one-
time queries. A continuous query is a query that is logically issued once but
runs forever. For example, continuous queries over network packet streams can
be used to monitor network behavior to detect anomalies (e.g., link congestion)
and their cause (e.g., hardware failure, intrusion, denial-of-service attack) [2].
We will abbreviate continuous query to query throughout the paper.

A data stream management system (DSMS) processes large number of queries
over data streams and stored relations. Example DSMSs are Aurora [1], PSoup
[6], and STREAM [4]. The online nature of data streams and their potentially
high input rates impose high resource requirements on the DSMS [7]. Especially,
for data streams with high input rates, the CPU might not be fast enough to
process all incoming data items in a timely manner. Under these conditions, the
DSMS may shed load by dropping some fraction of unprocessed data items to
� This research was supported by University IT Research Center Project.
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continue to provide up-to-date query response. The current state of the art con-
sists of two main approaches [5,7,11]. The first relies on random load shedding,
where data items are removed with a random manner based on input rates. The
second relies on semantic load shedding that drops data items based on the
importance of their content.

In this paper, we propose a new semantic load shedding algorithm for queries
over data streams. The goal of the proposed algorithm is to support differentiated
quality of services by exploiting semantics inherent to applications. To achieve
this goal, we adopt the following approaches.

– We consider the priority of each query so that more important queries can
make more convincing outputs. This is contrary to the previous semantic load
shedding algorithms. They assumed that all queries are equally important
and then tried to reduce the average deviation of the estimated answers of
all queries.

– We also consider the quality of data (QoD) by prioritizing data items ac-
cessed by multiple queries. Data items with high value of QoD have lower
probability of being dropped.

The rest of this paper is organized as follows. Sect. 2 reviews the related
work, and Sect. 3 proposes our load shedding algorithm. Sect. 4 presents the
experiment results to evaluate the performance of the proposed algorithm. Sect. 5
summarizes our work and provides future research directions.

2 Related Work

Aurora system introduces a representative semantic load shedding algorithm
[11]. The work is similar to our algorithm in the sense that it considers the
quality of service (QoS) specifications which assign priorities to data items and
then shed those with low-priority first. It is important to note that the QoS
specifications are attached to a single query not between queries. Then Aurora
system drops part of data items which are the least important for a query. On
the other hand, our algorithm tries to drop data items accessed by the least
important queries.

Das et al. [7] also consider the problem of how to effectively shed load in
overloaded data streams. They consider join queries between data streams, and
the metric being optimized is the number of data items produced in the approx-
imate answer. Load shedding for join query is also considered at [9], but the
goal is to optimize the output rate of data items. The algorithms in [7,9] are not
applicable to our problem setting where each query has its own priority.

Babcock et al. [5] propose a load shedding algorithm for aggregation queries
in STREAM system. Most of their work considers a random load shedding for
queries with same importance. Specifically, they deal with the optimum place-
ment of random filters for multiple aggregation queries sharing operators and
resources over data streams. They also present a basic idea to modify their algo-
rithm to allow the prioritized queries, which motivated our work. We extend the
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idea to the semantic load shedding and propose a new idea of QoD by assigning
priorities to data items.

3 Load Shedding Algorithm

In this section, we first describe our model of load shedding. Then we propose a
semantic load shedding algorithm on the model.

3.1 The Model

Fig. 1 shows our model of load shedding. The load shedder performs the load
shedding algorithm. Note that the load shedder is placed at the start of data
streams before data items are processed by the query processor. This is the
optimal position for queries with no shared operations since it minimizes wasted
work [3,11]. The statistics manager provides the necessary information to the
load shedder. Specifically, the input to the load shedding algorithm consists of
query information and data region information. Suppose that there is a set of
queries q1, . . . , qn over a set of data streams. The query information of a query
qi consists of:

– P (qi): priority of qi

– C(qi): cost of qi to process a data item
– R(qi): set of data regions accessed by qi

The load shedder drops data items accessed by queries with lower priority
first. The cost of a query means the processing overhead for a data item. The
load shedder considers the cost of each query to determine the amount of load
shedding when the system is in overload state. We consider queries with arith-
metic comparisons and optional aggregation over a data stream. Join queries
between multiple data streams are not considered in this paper, since they are
comparatively rare in practice [5].
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Query Info
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Processor
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monitor
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Fig. 1. The model of load shedding
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We define several data regions for a data stream. Each data region represents
a non-overlapping value interval of the data stream. The data region is created
with the selection predicates of queries. For example, suppose that there are two
queries q1 and q2 over a data stream with a single field a. Suppose also that the
selection predicate of q1 is a > 0 and that of q2 is a < 100. Then we can define
three data regions r1, r2, and r3 with predicates of r1 : a ≤ 0, r2 : 0 < a < 100,
and r3 : a ≥ 100. As a result, R(q1) = {r2, r3} and R(q2) = {r1, r2}.

Suppose that there is a set of data regions r1, . . . , rm over a set of data
streams. The statistics manager provides the following data region information
of each data region ri to the load shedder.

– P (ri): priority of ri, P (ri) =
∑

P (qk), for all qk where ri ∈ R(qk)
– F (ri): relative frequency of ri,

∑
F (ri) = 1

– C(ri): cost of ri, C(ri) = F (ri) ∗
∑

C(qk), for all qk where ri ∈ R(qk)
– NC(ri): normalized cost of ri, NC(ri) = C(ri)∑

C(ri)

– pred(ri): predicate of ri to specify values in ri

The priority of a data region is defined as a sum of priorities of queries
accessing the data region. Suppose that there are two data regions, ri and rj .
If P (ri) > P (rj), ri should be accessed by more important queries or by larger
number of queries. This means that the quality of data (QoD) of ri is higher
than that of rj . Then the load shedder has to drop a data region with the lowest
QoD first. To select the data region easily, the load shedder maintains a QoD
table which is a sorted list of data regions in ascending order of their P values.
If two data regions ri and rj have same priority, the QoD table stores only one
of them, say rk. Then NC(rk) is changed to NC(ri) + NC(rj), and pred(rk) is
set to ‘pred(ri) OR pred(rj)’. In what follows, we assume that in the QoD table
P (ri) < P (rj), if i < j. Example 1 illustrates the creation of a QoD table with
query information and data region information.

Example 1: Suppose that there are two queries q1 and q2 on a data stream
s1, and q3 and q4 are defined on another data stream s2. s1 has a single field a,
and s2 has a single field b. Fig. 2(a) shows the query information. q4 is the most
important query, and q2 is the least important one. The predicate of q2 is ‘all’
meaning that q2 accepts every data item on s1. According to the predicates of
queries, we can make five data regions r1, . . . , r5 as Fig. 2(b) shows. The priority
of a data region is the sum of priorities of the corresponding queries. For example,
P (r2) = 4, because both q1 and q2 access r2. Once the relative frequency of each
data region is given, we can calculate the cost of the data region. For example,
C(r2) = F (r2) ∗ (C(q1) + C(q2)) = 10. NC can be derived by dividing each cost
with the sum of all costs. For example, NC(r2) = 10

31 = 0.32.
Fig. 2(c) shows the QoD table. The QoD table sorts data regions in ascending

order of their P values. Furthermore, data regions with same priority are merged
into a new data region. For example, r2 and r3 of Fig. 2(b) are merged into a new
r3 at the QoD table. The predicate of the new r3 integrates the old predicates
with OR operation. The new NC value is the sum of old NC values. �
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Fig. 2. Example of quereies, data regions, and a QoD table

3.2 The Algorithm

The load shedder starts to drop data items when the system is in overload state.
To determine the amount of drop operations, the load shedder calculates the
overload ratio L, where L = (current load − system capacity) / current load.
When the load shedder drops a data region ri, the current load will be reduced
about the fraction of NC(ri). This means that if L > 0, the load shedder has to
drop at least k data regions so that

∑k
i=1 NC(ri) ≥ L. Furthermore, the selected

k data regions have to be the least important ones. Since the QoD table stores
data regions in ascending order of their priorities, data regions r1 . . . rk in the
QoD table are the least important k ones. Specifically, the load shedder performs
the following algorithm when L > 0.

1. In the QoD table, find a tuple rk with the smallest k that satisfies the
following inequality:

∑k
i=1 NC(ri) ≥ L.

2. For each ri, i < k, insert a drop operator with a predicate of ‘pred(ri)’ at
the start position of a data stream of ri.

3. Then calculate the remaining load R = L −
∑k−1

i=1 NC(ri).
4. Insert a drop operator with a predicate of ‘p AND pred(rk)’ at the start

position of a data stream of rk. p is a random boolean variable that becomes
1 with the probability of R

NC(rk) .

There are some comments on the algorithm. First, the predicate of the kth

drop operator includes an additional random filter p. This compensates for the
potential loss of the last data region rk. Specifically, p has a role to drop data
items of rk with the probability of R

NC(rk) . Second, there may be several drop
operators on a data stream. The order of drop operators is not important, how-
ever, since each operator drops non-overlapping data items. Third, suppose that
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stream s1
a ≤ 0 p AND

a > 0

no no

stream s2
b ≤ 0 p AND

b ≥ 50

no no

load shedding

q1

q2

q3

q4

filtered
streams

Fig. 3. Example of data flow diagram

a data region ri in the QoD table results from merging different data regions. If
pred(ri) consists of predicates on multiple data streams, then pred(ri) has to be
split into multiple drop operators, one for each data stream. Note that a drop
operator has to be attached to only a single data stream. Finally, we assume that
the overhead of drop operator itself is negligible. The same assumption is also
hold at [5]. While we believe this assumption holds at most applications, there
might be other applications where the relative cost of load shedding is larger.
In that case, step 1 and 3 have to be modified to consider the effect of k drop
operators.

The load shedder keeps the number k indicating which tuples in the QoD
table were used last. Later on, if additional load needs to be shed, the search on
the QoD table can begin at the tuple. On the other hand, if the current load is
determined to be under the system capacity, then the load shedder removes the
drop operations by searching the QoD table in the reverse direction.

Example 2 illustrates the process of load shedding with the same information
of Example 1. Assume that the load shedder has the QoD table of Example 1.

Example 2: Suppose the overload ratio L is 0.4. Then the load shedder searches
the smallest k such that

∑k
i=1 NC(ri) ≥ 0.4. k is 3 in the QoD table of Fig. 2(c).

So two drop operators, drop(a ≤ 0) and drop(b ≤ 0), are inserted at the start of
data stream s1 and s2, respectively. The remaining load R = 0.4 − 0.23 = 0.17.
Since pred(r3) includes predicates of s1 and s2, it has to be split as ‘p AND
a > 0’ for s1 and ‘p AND b ≥ 50’ for s2. The random filter p becomes 1 with the
probability of 0.17

0.58 . Fig. 3 shows the result data flow diagram. �

4 Experiments

We evaluate the performance of our algorithm by simulation. In this section,
we first describe the experiment methodology. Then we present the experiment
results and analyze their meanings.

4.1 Experiment Methodology

To the best of our knowledge, there are not any semantic load shedding algo-
rithms that consider the priority of queries. So it is not possible to compare the
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performance of our algorithm with others. Instead, we concentrate on determin-
ing the performance behavior of our algorithm itself. Specifically, the goals of
experiments are (a) to validate if our algorithm can support differentiated quality
of services according to the query priority and (b) to determine the performance
behavior when we change the access pattern of queries and the frequency of data
regions.

We implement the simulator of a data stream using the CSIM18 Simulation
Engine [10]. There are three types of queries, ql, qm, and qh, where P (ql) = 1,
P (qm) = 2, and P (qh) = 4. Their costs to process a data item are assumed
to be equal. We also model the data stream with four equal-sized data regions,
r1, . . . , r4. Fig. 4 shows the access relationship between queries and data regions.
Then the priority of data regions are P (r1) < P (r2) < P (r3) < P (r4).

r1 r2 r4 r3

R(ql)

R(qm)

R(qh)

Fig. 4. The access relationship between queries and data regions in a data stream

The input parameters of the simulator are an overload ratio and a relative
frequency of data region. The overload ratio is defined as (current load − system
capacity) / current load. We change the overload ratio from 0.1 to 0.8, represent-
ing the excess load between +11% to +400% of the system capacity. We make
three types of frequency settings:

− Low-major F (r1) : F (r2) : F (r3) : F (r4) = 8 : 4 : 2 : 1
− Uniform F (r1) : F (r2) : F (r3) : F (r4) = 1 : 1 : 1 : 1
− High-major F (r1) : F (r2) : F (r3) : F (r4) = 1 : 2 : 4 : 8

The low-major setting represents a case where most of data items have low-
priority, while the high-major setting models the reverse case. The uniform set-
ting models the evenly distributed case. Note that every query has same pro-
cessing cost, but data regions r2 and r4 are accessed by two queries. So the cost
rate of data regions is 1 : 2 : 1 : 2. We can calculate the rate of normalized cost
by multiplying the frequency rate and the cost rate. For example, the rate of
normalized cost at the low-major setting becomes 8 : 8 : 2 : 2.

The performance metric of experiments is an error ratio of each query. Sup-
pose that for a query q, A = number of data items satisfying the predicate of
q with an original data stream, and A′ = number of data items satisfying the
predicate of q after load shedding. While A should not be calculated in prac-
tice at the overload state, we can get the value by assuming the infinite system
capacity at the simulation. Then the error ratio of q is defined as A−A′

A .



820 J. Park and H. Cho

4.2 Experiment Results

Experiment 1: Comparison with Random Algorithm. We first compare
the performance of our algorithm with the random load shedding algorithm.
Fig. 5(a) shows the experiment results. The uniform frequency setting is used.

As expected, the high-priority query (qh) performs best and can output exact
answers until the overload ratio is 0.5. The error ratio of medium priority query
(qm) is between ql and qh. The low-priority query (ql) performs worst. When the
overload ratio is over 0.5, ql cannot output any answers. This is contrary to the
random algorithm, where the error ratio of every query is same and increasing
as the overload ratio increases.

In the overload ratio interval between 0.5 and 0.7, an interesting observation
is that the error ratio of qh increases while that of qm is fixed. This is due to the
effect of shared data regions. In Fig. 4, qh accesses two data regions r3 and r4.
r4 is also accessed by qm, which means P (r3) < P (r4). Therefore, r3 is shed first
between the overload ratio of 0.5 and 0.7. This results in increasing the error
ratio of qh only. When the overload ratio is over 0.7, data items in r4 begins to
shed. Then the error ratio of qm and qh increase at the same rate.

Experiment 2: Effect of Shared Data Region. To compare the effect of
shared data regions in detail, we change the access relationship between queries
and data regions as follows: R(ql) = {r1}, R(qm) = {r2}, R(qh) = {r3}. Each
query accesses a disjoin data region. The frequency setting is uniform, hence
F (r1) : F (r2) : F (r3) = 1 : 1 : 1. Fig. 5(b) shows the experiment results.

Compared to Experiment 1, the performance difference of each query be-
comes more distinguished. A query can output exact answers until the load of
queries with lower priorities are completely shed. For example, qm can output
exact answers until the overload ratio is 0.3, because all the load shedding per-
forms at r1 only. Similarly, qh starts to make errors from the overload ratio of
0.7, where the error ratio of ql and qm are 1.

(a) Experiment 1 (b) Experiment 2

random
ql
qm
qh

random
ql
qm
qh

random
ql
qm
qh

ql
qm
qh

ql
qm
qh

Fig. 5. Results of Experiment 1 and Experiment 2
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(a) Original definition of priority (b) Modified definition of priority

ql qm qhql qm qh

(a) Original definition of priority (b) Modified definition of priority

ql qm qhql qm qhql qm qhql qm qh

Fig. 6. Results of Experiment 3

Experiment 3: Effect of Frequency and Priority. Our last experiment
changes the frequency setting from low-major to uniform and high-major. The
access relationship of Fig. 4 is used. The overload ratio is set to 0.6. Fig. 6(a)
shows the experiment results. At the low-major setting, shedding low-priority
data regions is enough to remove the excess load. So the error ratio of qh is 0.
However, at uniform and high-major settings, low-priority data regions occupy
only a small fraction of total load. This means that data regions accessed by qh

need to be shed also. As a result, the error ratio of qh increases.
An important observation of Fig. 6(a) is that the error ratio of qh is higher

than qm at the high-major setting. This is not strange since we define the priority
of a data region as a sum of priorities of queries accessing the data region.
Specifically, at Fig. 4, P (r3) < P (r4) and r3 is shed first before r4. If shedding r3
drops larger portion of data items accessed by qh than shedding r2 of qm, then
the error ratio of qh would be higher than that of qm. We can modify the priority
definition of a data region as the maximum priority among queries accessing the
data region. Fig. 6(b) shows the result of our algorithm using this definition.
The error ratio of qh is always lower than qm. There are tradeoffs between these
two priority definitions of a data region. In case of sum, we can prioritize data
items accessed by multiple queries. So it is well matched to applications where the
priority has a role to the weighted vote. In case of maximum, we can support real-
time applications where high-priority queries always have to be processed with
best effort. Note that our algorithm can support both applications by adapting
the priority definition of a data region.

5 Concluding Remarks

In this paper, we proposed a semantic load shedding algorithm for continuous
queries over data streams. The proposed algorithm is novel in the sense that it
considers the priority of queries. Specifically, the proposed algorithm sheds load
from the less important queries before affecting the more important queries. We
also explored the performance of the proposed algorithm under a wide variety of
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overload situations and data stream contents. The experiment results validate
that the proposed algorithm can support differentiated quality of services (QoS)
by exploiting semantics inherent to applications.

We are currently investigating several extensions to this work. One is to
combine our algorithm with the QoS specification of a single query, which was
proposed at [11]. The hybrid approach of considering both inter-query prior-
ity and intra-query QoS can achieve more intelligent load shedding. Another
interesting direction of future work is to extend our algorithm to join queries
between multiple data streams. This is particularly necessary since current join
algorithms over data streams did not consider inter-query priority and made
implicit assumption that all queries are equally important.
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Probabilistic Point Queries over Network-Based 
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Faculty of Electrical-Electronics Engineering, 
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Abstract. Spatial-temporal environments contain large number of continuously 
moving objects on which variety of queries are executed, preferably within a 
real time. In such a dynamic system, processing location-based queries is a 
challenging problem. In this paper, the dynamic system has objects moving 
over a road of network. This paper proposes a new uncertainty model for this 
type of dynamic system. We applied this model on the indexing scheme that has 
recently been proposed, namely MON-tree. With our uncertainty model, we 
also explored a probabilistic query execution algorithm. For the purpose of an 
experimental evaluation, we set up a simulation environment that visualizes the 
movements and also provides a query processing capability. To achieve a better 
index storage utilization and query execution performance, we decreased the lo-
cation update frequency of the dataset.  

1   Introduction 

The mobility is the most distinguishing feature for the mobile computing applications. 
The primary difficulty in mobile computing arises from the nature of the dynamic 
attributes. In literature, designing robust indexing structures for such dynamic attrib-
utes has been extensively studied recently. There are many research sub-areas distin-
guishing each other based on the constraints such as the dimension size, shape of 
objects, motion types and topology. These constraints are important while modeling 
the system; on the other hand, query types (range query, k-NN query i.e.) applied to 
the system is another important decision parameter while designing the index struc-
tures.  

In this paper, we are going to deal with the objects that are moving in a 2-
dimensional space, especially moving on a predefined network of lines. Handling 
with the range queries about the past location information of the moving points over a 
network of roads is originally done in [1] under the name of MON-tree. Since the 
network nodes and connectivity bound the motion vector, this constraint can be effi-
ciently exploited during the design of the indexing scheme. This is actually the moti-
vation for designing the MON-tree. In this paper, based on a simple motion vector 
model under the assumption of an uncertainty, we set up a simulation test bed to gen-
erate the moving objects over a network. Then, we implemented MON-tree structure 
indexing the locations of this dynamic set. We focused on executing point location 
queries such that we are interested with the objects that are going to reach the query 
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point within a predefined time. As a contribution in this paper, we developed a variant 
of a probabilistic query execution approach which is originally defined in [2]. Our 
probabilistic solution is for querying over the network movements.  

In section 2, we briefly explain the network and movement models that we used in 
our experiments. MON-tree and our observations on this structure are studied in Sec-
tion 3. In section 4, we propose the probabilistic point query execution. Section 5 
presents the experimental results. Section 6 concludes the paper. 

2   Modeling 

We have two models implemented, one for the network and the other for the move-
ment of objects. 

2.1   The Network Model  

The network, representing a roadmap, consists of nodes that are connected to each 
other with a line-segment. We define edges between any of two cross-points or open-
ended points. The cross-point is the intersecting point of more than two line-segments.  

 
 
 
 

 

Fig. 1.  A small portion of a road-network. e1, an edge between the nodes n1 and n2, consists 
of 3 line-segments, namely, s1, s2, and s3. Note that n1 is an open-ended point, whereas n2 is a 
cross-point. 

2.2   The Uncertainty Model 

Due to the fact that the future locations of moving points are naturally imprecise, we 
need to define an uncertain motion model. In [3], the uncertainty is defined as the size 
of the area in which the object can possibly be at a specific time, t. Additionally; the 
deviation of a moving object m at a particular point in time t is defined as the distance 
between the actual location and its database location at time t. 

Before discussing the uncertainty, consider the case that there has no uncertainty. In 
that case, the exact speed and direction of the movement are known. This model re-
quires updates at the database when the motion vector changes; in other words when 
the direction and/or velocity changes. Based on the assumption of a motion vector that 
is linear with constant speed, the location between two reported positions can easily 
be found with linear functions. Having said this, applying the certain movement model 
would produce high number of updates, because this model requires strict synchroni-
zation with the objects motion updates. Additionally, in our network model, large 
number of small length segments is the other factor that causes frequent updates. 
Thus, to keep up with more realistic scenarios that have high agility, it is inevitable to 
use the uncertainty model.  

n1 

n3
S4 

n2

S5 
S2 S3 

S1 

e1 
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Of the uncertainty models in literature, the most common one is that, at any point 
in time, the location of the object is within a certain distance of its last reported posi-
tion. Therefore, this model requires updating when the object leaves the predefined 
threshold distance.  

As a minor modification to this model, we used predefined update interval time in 
our implementation rather than using a threshold distance. In the simulation, a maxi-
mum update interval (mui) time value is the threshold value to update the locations of 
the objects. We fixed the mui value for each moving object. Thus, an object reports a 
location update either when its mui value is up or it is at end of an edge. It is impor-
tant to note that the object does not send an update at the end of a segment even 
though its motion vector changes. We defer discussing the advantages/disadvantages 
of this model until inserting the movements into the index structure (at section 3).  

Note that the uncertainty region starts to expand after the time of update until it 
reaches its maximum at the end of mui. Since the object moves on a network, the 
uncertainty region is a group of connected segments. (See Fig.2 for an example)  

 
 
 
 
 

Fig. 2. The thick lines depict the uncertainty region of object, m traveling towards node n2.  
tupdate is the time of last update while t is the time of observation, such that tupdate  t tupdate+mui. 
Note that there 3 are possible paths, each of which has a length of [vmax*( t -tupdate )],  
that is, vmax is the highest allowable velocity of m for this mui period.  

In fact, we are unable to say the exact location of the object between two consecu-
tive update times, due to the fact that the velocity is not stable between two consecu-
tive update points. As defined at the beginning of this section, it is the deviation that 
gives the distance between the actual location and the database location at time t. We 
used Gaussian random variable (r.v.) to represent the velocity of each object. Actu-
ally, this leads the object locations to follow the Gaussian distribution inside the un-
certainty region. It is a good idea to choose Gaussian distribution because it is a good 
mathematical model for many types of physically observed random phenomena in-
cluding our case.  

 

Fig. 3. Velocity of a moving object following Gaussian distribution. In our environment, the 
object velocity is between a lower and upper limit values, i.e. vmin and vmax. This introduces the 
modified pdf of velocity r.v. (and object location r.v.) that has Gaussian characteristics.  

tupdate 

t t

t
m 

n2 
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3   Network-Based Spatial-Temporal Indexing 

MON-tree is an efficient organization of a group of R-tree [4], which is a widely used 
spatial index structure. (See Fig.4) 

 
 
                                                                                              
 
 
 

Fig. 4. MON-tree is a 2-level organization of a set of 2D R-trees. Hash table is an auxiliary 
structure to directly access the movements on a specific edge by hashing an edge, Ei to the 
corresponding low-level R-tree. 

When indexing dynamic attributes, the main problem is the frequent update on the 
index. Due to the high cost of an update operation; a spatial index structure can not be 
directly used to index highly dynamic attributes such as location. The MON-tree in-
dex eliminates the negative effect of frequent updates by separating the stable charac-
teristics (like the edge) from more dynamic ones (object movements). Basically, it con-
sists of an R-tree at the upper level indexing the edges of the network that had traffic on 
it, and a number of lower level R-trees, each of which stores the movements along the 
corresponding edge. Thus, the number of low-level R-trees is equal to the total number 
of edges at leaves of the top level R-tree. It is important to note that top-level R-tree 
does not contain all edges of the network so that insertion to top-level R-tree occurs 
only when any object enters an edge that has not been visited before by any of the ob-
jects. This approach makes the top-level R-tree relatively small depending on the size of 
the dataset and/or the duration of the simulation length. In addition to the R-tree set, a 
hash table is used to map the edges inserted in the top-level R-tree to the lower R-tree in 
order to avoid searching the top-level R-tree for each object movement insertion. The 
top-level R-tree is in fact used for the purpose of the range query.    

An object movement is represented as a rectangle (p1, p2, t1, t2), which means an 
object motion starts at p1 part of an edge, Ei at time t1, and ends its movement at p2 
part of Ei at time t2.  

Now, think of a spatial-temporal range query, Q (qspatial, t1, t2), where qspatial is a 
traditional spatial range query that is valid for the duration from t1 to t2. At the first 
step, qspatial is the static range query over the top-level R-tree that finds the edges that 
are covered by query region. By accessing an edge stored in the top-level, we get the 
corresponding low-level R-tree that stores the past movements on this edge. More-
over, since the edge may partially be within the query region, the covered parts of the 
edge are selected in main memory with a minimal execution overhead. Therefore, the 
output from the first step is the set of low-level R-trees and a query set that contains 
the part of edges covered by the query region, w. Then, the second step is to find the 
moving objects of which past movement regions are intersecting with any query re-
gion in w. That is actually done by another range query executions over the low-level 
R-trees found in the first step. Detailed explanation on this range query execution and 
performance improvements can be found in [1] for more interested readers. 

points to an 2-D R-tree 

2-D R-tree 
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We implemented MON-tree index structure as it is originally described in [1]. 
MON-tree originally keeps movements based on the motion vector updates. This 
results in many updates when the objects mostly travel on small-length line-segments. 
In our experiments, we figured out that most updates occur at the end-of-segment 
points in the network rather than on the segment-lines. This is a valid indication espe-
cially for the road-networks that have many small line-segments (i.e. city roads).  In 
addition, when we increase the mui (maximum update interval) parameter; the number 
of updates on the segment lines decreases dramatically, while the number of updates 
at the end-of-segment points shows minor decreases. In other words, increasing the 
mui does not alleviate the high update rate resulting from end-of-segment points. 
Table 1 shows the number of updates at the critical locations for a sample simulation 
with a length of T=100.  

Table 1. Number of updates at the critical locations for a sample simulation with a length of 
T=100. Last column shows the execution time for a sample range query.  As expected, while 
the number of insertions decrease, the index becomes more compact resulting in better 
execution overhead. 

mui 
(timeunits) 

# of onSeg-
ment updates 

# of end-of-
segment updates 

# of end-of-
edge updates 

Execution 
Time(msec) 

1 5903 3400 553 31 
5 628 3116 473 31 
15 69 2906 462 15 

 

Instead of recording movements based on the motion vector change, we applied the 
uncertainty model that we presented in the Section 2 in our MON-tree implementa-
tion. With this uncertainty model, we propose to select longer movements to construct 
the low-level R-tree of the MON-tree as opposed to having small movements inserted 
into low-level R-tree. 

 
 
 

                                       (a)                                                                                               (b) 

Fig. 5. Trace recordings of a moving object, which are inserted into MON-tree.  (a) shows the 
traces with low mui value with updates at the end of segment. (b) shows the traces with high 
mui value without updates at the end of line-segments.  

At this point, another important issue is the precision. The process of making 
movements coarser essentially brings the crucial concept of correctness of the result 
set. To tackle this drawback, we propose a probabilistic range query approach for the 
network-based movements. Applying uncertainty model (while increasing the mui) 
not only affects the query results on future events, it is also required to use probability 
model for executing queries about past recordings. However, we will handle the first 
case in this paper, which is about finding the objects that are expected to reach a 
query point within a given time in future.    

S2 

S1 

S2 
S1 
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4   Probabilistic Point Query 

Probabilistic Range Query (PRQ) is generally defined in the literature [2],[3]: 

Definition. Probabilistic Range Query (PRQ): Given a closed region R and a set of n 
objects O1, O2, …On with uncertainty regions and probability density functions at 
time t0, a PRQ returns a set of tuple in the form of (Oi, pi), where pi is the nonzero 
probability that Oi is located inside R at time t0. 

In this paper, instead of the region query, we will take the query as a point. We are 
interested with the moving objects, mi, within the distance so that mi has a non-zero 
probability to reach the query point within the predefined time units, tq. For example, 
suppose that we are searching the ambulances that will arrive at the place of an acci-
dent within the next 20 time units (see Fig6 for an example). To execute this kind of 
query, we followed a 2-step procedure. At first step, namely QueryExec&Filter step, 
we need to find the result set that contains the possible set of moving objects having a 
non-zero probability of being in the place of the accident on time. Then, in the second 
step, we determine the probability of each element in the result set based on the un-
certainty model. 

y c
e

Q

f
f

g
d

b
c

e
a
Q

 
(a)                                    (b) 

Fig. 6. A scenario that has a query point, Q and a number of moving points (see a). After exe-
cuting the first step of query execution, we eliminate the elements that are getting far away 
from Q (eliminate a,b,d,g) and that are too far so that they are unable to reach Q in tq(eliminate 
f), even they are closing to Q (see b).  

Following is the algorithm for query issued at tcurrent, which finds the objects that 
reaches point Q within tq. 

Algorithm: FindObjectsReachingToPoint (Q, tq) 
Step1:  (QueryExec & Filter) 

           (1a). Issue a point query Ei := PointLocation(Q) that finds the edge that Q is on.  
     (1b). Determine the maximum distance dmax:=(Vmax* tq).  

(1c). Traverse form Ei to find the nearest segments that are within the distance (dmax) from Q.   
         Let this list of segment be seg_list. 

     (1d). Select the list of moving objects that are currently on the seg_list. Let it be S1.   
     (1.e). Eliminate the objects from S1 that are getting far away from Q to construct the S.  

 Step 2: (Finding Probabilities) 
     (2a). for i 1 to | S | do 

i.)  A  Ui(tcurrent) ∩ seg_list 
ii.) if (A  0) then 

                                                       pi Prob(following the correct path) * Prob(reach) 
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In the algorithm above, PointLocation (Q) at (1a) is a typical range query algo-
rithm that finds the edge intersecting with point Q. This query is executed on the first 
level of the MON-tree. At (1b), we find maximum possible distance that an object can 
be away from the position at the time of its last update. Note that at (1c), we find the 
nearest edges based on the network distance by using network connectivity. It is also 
important to observe that S contains the objects that have a possible set of objects 
having a non-zero probability to reach point Q. 

In Fig.6(b), the bold region on the network shows the seg_list in the Algorithm. 
Additionally, the dashed lines distinctly shows each object’s uncertainty region, 
which is represented with Ui(tcurrent) in the Algorithm. At step (2ai), A is not always 
greater than zero, because set S has only those objects of which are able to reach Q in 
case of moving with Vmax. We use Vmax as a global system parameter that defines a 
maximum velocity that any object can have, while vmax denotes the maximum velocity 
of the object during a mui period. Observe that object f, even within dmax, has an un-
certainty region that does not expand to Q at the time of query, tcurrent. It means that 
object f with its current motion characteristics is unable to reach Q on time, even 
though this situation may change in future.  

At (2aii), we calculate pi, which is the probability of each object to reach Q. The 
first multiplier, the probability to follow the path reaching Q is Prob(following the 
correct path). Assuming the objects at the end of a segment choose the next segment 
with a uniform distribution, following is the probability to follow the path that takes 
the object to Q.        

 

Prob(following the correct path) = ∏
=

u

i

ki
1

1  (1) 

u: # of decision points, ki : # of possible selections at the ith decision point  

 
Assume that an object requires number of u independent decisions until it reaches 

Q, each of which has a probability of (1/ki) to select the correct path to reach Q. We 
chose the shortest path to Q and ignored the longer paths in our implementations.  

The second multiplier of pi, Prob(reach), is a typical probability calculation on the 
Gaussian distribution. Derived from Fig3 that shows pdf of velocity, the pdf of an 
object location, X for the following time units is shown in Fig.7 below. Note that X is 
a random variable denoting the distance from the last reported location of the object. 
Additionally, let do denote the network distance of the object from its last reported 
position to Q. It is important to note that, dmax is always between (tq*Vmin) and 
(tq*Vmax). Therefore, do is always between (tq*vmin) and (tq*vmax). Thus, the probability 
of being at Q is found by taking the integral of fX(x) from do to (tq*vmax) as following: 

 

Prob(reach) =
max

0

*

)(
vt

d

X

q

dxxf ,     fX(x): Normal distribution with (tq* v )   (2) 
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Fig. 7. pdf of distance from the object’s last reported position at the time, tcurrent +tq 

Since we assume that the distribution of selecting the new segment on its way is 
independent from each of other path selections and from the distribution of the veloc-
ity, at last we calculate the probability of each object in S as the following:  

 

pi=  Prob(following the correct path) * Prob(reach) (3) 

5   Experiments 

Based on the models discussed in the previous sections, we implemented a simulation 
environment so that we could visualize the moving objects traveling over a network 
of roads and query results on this dynamic dataset. Each object in the system has a 
simple shape of point. Consequently, our dynamic system corresponds to a 3-
dimensional coordinate system, 2-axes for the location and 1 for the time. Visualiza-
tion seems to be a natural way of verifying the query results over a large number of 
moving objects. Once the traffic generator generators the traffic over the predefined 
network, it is possible to execute many types of queries over this series of move-
ments. At the time of issuing this paper, we completed our studies on range queries 
about the past events and point location queries over the near-future events.  

We developed the simulation program executing within time duration of T. As seen 
in Fig. 8, in the simulation architecture, we have two generators, Road Network Gen-
erator (RNG) and Network Traffic Generator (NTG). RNG is a static generator that 
generates a network connectivity based on the model discussed in the modeling sec-
tion by reading this information from a text file. In our simulation environment, we 
assumed that the network is completely in main memory. We used appropriate main 
memory data structures that reflect the connectivity of the network. In fact, for large 
networks, our assumption is not applicable. Partitioning the network appropriately to 
store each partition in the disk page requires clustering algorithms, which is beyond 
the scope of this paper. 

NTG randomly generates objects moving over the network for duration of time, T. 
NTG updates the motion vectors of a group of objects at each time step based on the 
initialization parameters, such as agility and maximum update interval (mui). While 
the motion vector of each object at each time step is stored in a text file, the trajectory 
of each point is updated in the index structure. After completion of the generating data 
set and constructing the corresponding index, the visualization module reads the text 
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file to show the trace of movements. At the same time, query processing module use 
the index structure to execute the queries in a real time manner.     

Network Traffic Generator Motion Vectors

Network Road Coordinates 

Road Network Generator

Spatial-Temporal
Query

GUI
OODBIndexing &

Query Processing

 

Fig. 8. Simulation system architecture. Indexing module supports R-tree index and its variants. 
We used spatial index implementations in Java programming language[5], with minor 
modifications to coordinate our simulation scenario to run queries on MON-tree. 

Table 2. Parameters used in the Experiments 

Parameters Meaning Values 
mui maximum update interval  1 to 20 
Vmax overall maximum velocity for any object 3.2 miles/minute 
vmin ,vmax min/max velocity of an object during a mui interval vmax  Vmax 
T simulation length in time steps 200 
ds dataset size 400 

 
    Recall that by increasing the mui value, sampling rate decrease and we get more 
compact index structure. Fig.9(a) shows the number of total nodes at the MON-tree, 
while we change the mui value. 
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Fig. 9. (a)The effect of mui on the size of index. Index nodes corresponds to 4096-byte disk 
pages. (b) The effect of mui on the execution time of a sample query. 

Note that after a threshold mui value, for both cases, the capacity is no longer di-
minishing. This threshold value actually indicates the expected value of traveling 
duration over the edges over the network. Thus, larger mui values than this does not 
affect the index size, because reaching the end of edge causes insertions to index. 

Our second experiment is to study how the index size affects the execution per-
formance of sample range queries. Fig.9(b) shows that around the same threshold 
values of mui that we found at Fig.9(a), executing a sample range query gives best 
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results. After that value (i.e. when mui is 40), the execution time increases. In our 
opinion, this is because of larger movements (represented with rectangles) inserted in 
the low-level R-trees due to high value of mui. Since larger rectangles results in high 
number of overlapping regions in the R-tree, eventually this negatively affects the 
index performance on query execution.  

Our third experiment is to determine the correctness of point location query execu-
tion based on the formulas that we derived in the last section. Since these executions 
are done in the main memory after accessing the node from disk, the query execution 
performance does not change with this kind of queries. One important issue is to de-
fine the quality metrics for probabilistic queries. We take it as a future work.   

6   Summary 

In this study, we analyze the network-based index structure, MON-tree, with regard to 
its capacity and query execution performance. In order to decrease the index capacity 
for better storage efficiency, we propose a motion model that keeps up with the dy-
namic objects with a lower sampling rate. Additionally, since less sampling results in 
imprecision on the object locations, we proposed an uncertainty model which leads us 
to define probabilistic execution model for network-based queries.  

Of various types of queries, we studied range query over past movements on the 
network, which is already done in [1] without an uncertainty model. With our uncer-
tainty model while decreasing the number of insertions into index, we achieved better 
storage utilization. In addition to that, we derived probabilistic point query formulas 
based on the studies done in [2] and basic calculations in probability theory.   

In future, we plan to study on probabilistic k-NN query execution over the net-
work-based moving objects. 
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Abstract. In this study, we present multi-objective genetic algorithm
based iterative clustering approach. Two objectives are employed in the
process: minimizing the within cluster similarity and maximizing the
difference between the clusters: inter-cluster distance (average linkage,
centroid linkage, complete linkage and average to centroid linkage) ver-
sus intra-cluster distance (total within cluster variation). The proposed
approach is iterative in the sense that it basically tries possible parti-
tioning of the dataset for the given range of clusters one by one; the
result of the previous partitioning n favors that of the current solution
n+1. In order to achieve this, we identified a global k-means operator
and we do “what if” analysis in the aspect of the objectives to see the
better initialization in case the number of clusters is increased by one.
After evaluating all, a feedback mechanism is supplied at the back-end
to analyze the partitioning results with different indices. The entire sys-
tem has been tested with a real world dataset: glass. The reported results
demonstrate the applicability and effectiveness of the proposed approach.

Keywords: data mining, clustering, multi-objective optimization,
validity analysis, alternative partitioning.

1 Introduction

Clustering refers to methods for grouping unlabeled data. Several clustering ap-
proaches have been proposed so far [1] for different types of data such as web
data, documents, biological data, financial data, etc. The motto behind clustering
is to partition the data into homogeneous subgroups with less variability; clus-
tering algorithms intuitively favor these two criteria. It would be more suitable
to take into account these two criteria leading to all possible optimal solutions.
So, a good framework for cluster validation is needed for the assessment of the
number of clusters. Our motivation is that clustering is based on two famous ob-
jectives, namely homogeneity and separateness. During the clustering process,
the intention is to find homogeneous (less variable) instance groups and separate
the clusters as much as possible to clarify the distinction between them [1].

Despite the fact that clustering is explained with two objectives, in general
the outcome of the clustering process is based on error minimization, such that a

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 833–842, 2005.
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model is improved with respect to Error(Model, Data) where Model is described
by the mean, standard variance, maximum likelihood, residual analysis, etc.
Homogeneity and separateness may be the two criteria to be taken into account.
Awareness of these two objectives all the time leads to many possible solutions
automatically without any need for justifying the weight of the criteria.

The work described in this paper is the second phase of our ongoing project to
improve the utilization of multi-objectivity in clustering. During the first phase,
we tested different objectives and achieved promising results [2,3,4]; Euclidean
distance was used for the hard clustering, where an object is a member of one and
only one cluster. The obtained results were also validated with different internal
assessment criteria from the R-Project fpc and cclust packages(traceW, rubin,
c-index, db, silhouette, hubertgamma, dunn). On the other hand, we used for the
second phase described in this paper an iterative model that does evaluate the
partitioning one by one. By doing so, it is aimed at having accurate results given
the possible optimal number of clusters to be tested. The contributions of the
work described in this paper are: 1) applying an iterative clustering process that
uses the results for number of clusters n as initialization to the next step n+1 ;
2) trying the new objective functions: homogeneity (total within cluster varia-
tion) and separateness (average linkage, centroid linkage, complete linkage and
average to centroid linkage); 3) using the validity indices scott, friedman, ball,
ratkowsky, calinski, hartigan, mariott, tracecovW, traceW, rubin, Hubert, db,
ssi, dunn, silhouette to give a feedback to suggest the best possible partitioning.
Finally, the entire system has been tested with a real world dataset: glass. The
reported results demonstrate the effectiveness of the proposed approach.

The rest of the paper is as follows. The proposed system is described in
Section 2. The experiments and the results are reported in Section 3. Section 4
is summary and conclusions.

2 Alternative Clustering by Multi-objective Iterative
Approach

Our system is composed of two components. The first is multi-objective, which
uses a list of parameters to drive the evaluation procedure as in the other ge-
netic types of algorithms, including population size (number of chromosomes),
number of comparison set (t dom) representing the assumed non-dominated set,
crossover, mutation probability and the number of iterations needed to obtain
the result. The second part involves applying validity analysis to decide on the
appropriate clustering from the alternatives produced by the first part.

Sub-goals can be defined as fitness functions; and instead of scalarizing them
to find the goal as the overall fitness function with the user defined weight values,
we expect the system to find the set of optimal solutions, i.e., the pareto-optimal
front. By using the specified formulas, at each generation, each chromosome in
the population is evaluated and assigned a value for each fitness function. As
discussed above, we have two main criteria: homogeneity and separateness. For
the separateness we used the inter-cluster separability formulas given next:
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Average Linkage : d(C, D) =
1

|C|.|D|
∑
x∈C,
y∈D

d(x, y) (1)

(Note that the cardinality of C and D may be omitted to reduce the scaling
factor).

Complete Linkage:d(C, D) = max
x∈C,
y∈D

d(x, y) (2)

Centroid Linkage:d(C, D) =d(vC , vD) (3)

where vC and vD are the centroids of the two clusters.

Average to Centroid:d(C, D) =
1

|C| + |D|

⎡
⎣∑

x∈C

d(x, vD) +
∑
y∈D

d(y, vC)

⎤
⎦(4)

For the homogeneity we used the the intra-cluster distance formula given next:

TWCV =
N∑

n=1

D∑
d=1

X2
nd−

K∑
k=1

1
Zk

D∑
d=1

SF 2
kd (5)

where X1, X2,.. ,XN are the N objects, Xnd denotes feature d of pattern Xn

(n= 1 to N). SF kd is the sum of the dth features of all the patterns in cluster
k(Gk) and Zk denotes the number of patterns in cluster k(Gk) and SF kd is:

SF kd =
∑

−→xn∈Gk
Xnd , (d = 1, 2, ...D). (6)

We modified both objectives into minimization: the separateness value is multi-
plied by -1 for the minimization. After that both are normalized by dividing the
values by their maximum corresponding values.

Individual coding in the population is a chromosome of length n; the number
of instances in the data set is given in Table 1. Every gene is represented by an
allele where allele i is the corresponding cluster value of instance i in the data
set. In other words, each allele in the chromosome takes a value from the set
{1, 2, . . . , K}, where K is the maximum number of clusters for which we try to
get an optimal partitioning.

Each individual suggests a partitioning in the population. If the chromosome
should have k clusters, then each gene an (n=1 to N) takes different values from

Table 1. Chromosome Representation

Allele# 1 2 3 4 5 . . . . . . .. n

Cluster# 2 3 1 3 2 .......... 2
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[1..k]. The employed process is as follows: For every optimal number of clusters
value tried in ascending order:

Initially, current generation is assigned to zero. Each chromosome takes num-
ber of clusters parameter within the range 1 to the current optimal number of
clusters k. At the very beginning, for the lowest number of clusters, a population
with the specified number of chromosomes is created with an equal probability.
In order to do this, we used the ordered initialization first. In round order, each
allele takes values 1 to k in order, and then those allele value assignments are
shuffled within the chromosome randomly by processing the random pairwise
swap operation inside the chromosome. By using this method, we can avoid gen-
erating illegal strings, which means some clusters do not have any pattern in the
string.

Following the first step, the next generation is the selection using pareto dom-
ination tournament. In this step, two candidate items picked among (population
size-tdom) individuals participate in the pareto domination tournament against
the tdom individuals for the survival of each in the population. In the selec-
tion part, tdom individuals are randomly picked from the population. With two
randomly selected chromosome candidates in (population size-tdom) individuals,
each of the candidates is compared against each individual in the comparison set,
tdom. If one candidate has larger total within-cluster variation fitness value and
larger number of cluster values than all of the chromosomes in the comparison
set, then it is dominated by the comparison set already and will be deleted from
the population permanently. Otherwise, it resides in the population.

After the pareto domination tournament, crossover operator is applied on
randomly chosen two chromosomes. The crossover operation is carried out on
the population with the crossover rate pc.

The mutation operator on the current population is employed after the
crossover. During the mutation, we replace each gene value an by an’ with re-
spect to the probability distribution; for n =1 to N simultaneously. a′

n is a
cluster number randomly selected from {1, . . . , K} with the probability distri-
bution {p1, p2,. . . ,pK} defined using the following formula:

pi =
e−d(Xn,ck)

k∑
j=1

e−d(Xn,cj)

(7)

where i ∈ [1..k] and d(Xn, Ck) denotes Euclidean distance between pattern Xn

and the centroid Ck of the kth cluster; pi represents the probability interval of
mutating gene assigned to cluster i (e.g., Roulette Wheel). Eventually k-means
operator [5] is applied to reorganize each object’s assigned cluster number. After
all the operators are applied, we have twice the number of individuals after hav-
ing the pareto dominated tournament. We can not give an exact number as equal
to the number of initial population size because at each generation candidates
are randomly picked for the survival test leading to deletion of one, in case dom-
inated. To halve the number of individuals, having the number of individuals we
had, the ranking mechanism proposed in [6] is employed. So, the individuals ob-
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tained after crossover, mutation and k-means operator are ranked, and we pick
the best individuals for the population in the next generation. Our approach
picks the first l individuals by considering the elitism and diversity among 2l
individuals. Pareto fronts are ranked. Basically, we find the pareto-optimal front
and remove the individuals of the pareto-optimal front from 2l set and place
them in the population to be run in the next generation. In the remaining set,
again we get the first pareto-optimal front and we put it in the population and so
on. Since we try to get the first l individuals, the last pareto-optimal front may
have more individuals required to complete the number of individuals to l; we
handle the diversity automatically. We rank them and reduce the objective di-
mension into one. Then, we sum the normalized value of the objective functions
of each individual. We sort them in increasing order and find each individual’s to-
tal difference from its individual pairs, the one with the closest smaller summed
values and the one with the closest greater summed values. After sorting the
individuals in terms of each one’s total difference in decreasing order, we keep
placing from the top as many individuals as we need to complete the population
size to l. The reason for doing this is to take the crowding factor into account
automatically, so that individuals occurring closer to others are unlikely to be
picked. Solutions far apart from the others will be considered for the necessity
of diversity. Further details are given in [6]. This method was also suggested as
a solution for the elitism and diversity for improvement in NSGA-II. Finally, if
the maximum number of generations is reached, or the pre-specified threshold
is satisfied then exit; otherwise the next generation is produced.

Eventually, after finding the solution set for the current number of clusters
k, we rerun it again for the next number of clusters (k+1); the same sequence of
operators is followed but in this case, with a variation. We expect the current so-
lution set to favor in the next round. The individuals ending up with the optimal
number of clusters k are tested with what-if analysis such that we experiment
the case after making one of the instances as an additional new cluster centroid.
That is, the cluster number is incremented by 1 and in this case, we try to see
the minimization of homogeneity and maximization of inter-cluster distance ob-
jectives result. For the results, we apply the NSGA-II ranking to see which one
is the best. The best one is selected as the individual at the initialization for the
next round, number of clusters is k + 1. The idea of finding the possible cluster
by incrementing the number of clusters is based on the assumption that the re-
sulting individuals are the optimal solutions obtained. For the next round, if the
number of clusters is incremented, the new cluster should be located somewhere
to maximize the difference between the total sum of cluster within square of the
objects of the current solution k and the separateness of all the points to the
possible cluster to be located. That is, the tendency of instances to dismember
from their current cluster to be members of the (k + 1)st cluster. Here we sug-
gest two ways to follow: 1) put all instances as the new cluster location and try
them all to pick the minimum for all the solutions in straightforward manner;
2) randomly pick a number of instances to check with, and pick the minimum.
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We adopted the idea of using the second way for our algorithm. We want to
look into more diverse and less biased cases within a shorter period. Otherwise,
for the individuals ending up with less than the optimal number of clusters k, we
perform this analysis more than once. For example, if k=4 and the individual has
at most 2 clusters, do this analysis 2 times in order, for 3 and 4. To avoid the pre-
mature convergence and adding randomness, we apply the default initialization
for this individual, the same as described above, to assign allele values 1,2,..,k+1
and shuffle them.

At the end we used the clustering validation schema described in [7]; the same
authors also implemented the cclust package. Instead of picking the maximum
and minimum, it is claimed to find a local peak, and positive or negative jump
in the index results would be the better case [7]. The maximum difference to the
cluster at the left side (scott, ball,T raceW−1B):

max
n

(in − in−1) (8)

The curve has its maximum increase. The maximum difference to the cluster at
the right side (ratkowsky)

max
n

(in − in+1) (9)

The curve has its maximum decrease. The minimum value of the second dif-
ferences (calinski, hartigan, -marriott, trace covW, −|T |/|W |(rubin), -traceW,
-hubert).

max
n

((in+1 − in) − (in − in−1)) (10)

minimum of DB, wb.ratio, maximum of ssi, dunn and silhouette value closer to
one are the best.

3 Experiments and Results

We conducted our experiments on Intel 4, 2.00 GHz CPU, 512 MB RAM, run-
ning Windows XP Dell PC. The proposed algorithm has been implemented based
on the integrated version of GAlib(A C++ Library of Genetic Algorithm Com-
ponents 2.4.6) [8] and NSGA-II source code(Compiled with g++). Necessary or
needed parts have been (re)implemented for the multi-objective case; and NSGA-
II ranking mechanism has been included in after it was transformed to C++.
The approach and the utilized cluster validity algorithms have been conducted
by using the cclust and fpc packages of the R Project for Statistical Comput-
ing [9]. We have run our implementation 20 times with parameters: population
size=100; tdom for the selection=10; tournament size during the increment, the
no of clusters= approximately the noofitems/5 (20% of the entire data set);
p(crossover) for the selection=.9; we tried single and two point crossover in
order; two point crossover gave better results; p(mutation)= 0.05 and for the
mutation itself the allele number is not changed randomly but w.r.t Equation 7.
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Table 2. Converged Result with iterations run for each cluster

Glass c Iterations Homogeneity Separateness
Complete L. 2 4.7 820 -231

3 3.6 685 -526
4 4.1 567 -820
5 5.3 465 -1214
6 3.8 402 -1671
7 3.2 342 -2047

Average L. 2 5.2 830 -51
3 3.8 619 -194
4 4.7 496 -470
5 5.2 419.95 -802
6 5.6 364 -1274
7 5.8 340 -1691

Avg. T. Centr. 2 4.8 838 -98
3 3.2 722 -290
4 5.4 599 -368
5 4.6 457 -620
6 7.2 355 -1122
7 3.6 344 -1598

Centroid L. 2 4.8 838 -25
3 4.2 737 -63
4 8.6 618 -224
5 4.6 443 -393
6 -9.4 373 -917
7 -8.7 334 -1238

Table 3. Average Linkage

avg.silwidth hubertgamma dunn wb.ratio
3 0.73229179 -0.04746083 0.010079678 0.147598565
4 0.749239025 -0.105643855 0.009530867 0.118047505
5 0.675532037 0.059459555 0.010490812 0.112423819
6 0.655052066 -0.040064514 0.01944298 0.104230977
7 0.532479211 -0.477436742 0.004323585 0.104418821

We used a real world data set1 in the evaluation process: Glass: Glass clas-
sification, with 9 features, 214 examples and 6 classes. (Class 1:70, Class 2:76,
Class 3:17, Class 4:13, Class 5:9, Class 6:29).

We executed the clustering process for the cluster range of 2-7 for different
homogeneity and separateness choices. Our termination criteria was chosen as
the average of the population for which each objective is no more minimized.
After running the algorithms, we obtain the average of the population objectives
for Glass as in Table 2. The process converged in smaller number of iterations.

1 http://sci2s.ugr.es/keel-dataset/index.php
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Table 4. Average Linkage and TWCV for number of clusters= 3 to 7

calinski Db hartigan ratkowsky scott marriot ball trcovw tracew Friedman Rubin ssi
3 2458 0.23 0.03 -0.03 202.68 -32059447 -6.16 9026 86 1.96 34.87 0.12
4 559 0.30 0.00 0.01 234.25 57061667 -3.34 2624 43 1.97 28.22 0.07
5 279 0.30 0.04 0.01 153.84 -21782633 -1.97 1142 16 2.68 183.30 0.06
6 56 0.29 -0.04 0.02 219.23 35567201 -1.58 842 30 4.55 86.25 0.06
7 17 0.31 0.04 0.01 136.26 19109385 -0.90 -3184 -3 3.01 -366.60 0.10

Table 5. Average to Centroid Linkage

avg.silwidth hubertgamma dunn Wb.ratio
3 0.7303171 -0.199946695 0.01058622 0.15089338
4 0.613542167 0.071099559 0.004817699 0.142378532
5 0.604399545 -0.089583093 0.004175417 0.118750272
6 0.495793099 0.149888863 0.005503966 0.070512979
7 0.472953701 -0.499344329 0.001304799 0.107284916

Table 6. Average To Centroid L. and TWCV for number of clusters= 3 to 7

calinski db hartigan ratkowsky scott Marriot ball trcovw tracew Friedman rubin ssi
3 2219 0.26 -0.05 0.00 240.20 103562116 -6.54 8949 113 3.11 2.56 0.11
4 780 0.25 0.09 -0.01 119.30 -135867395 -2.78 3091 8 1.10 119.30 0.15
5 167 0.28 -0.02 0.01 296.20 95929190 -2.43 1066 44 4.01 68.87 0.07
6 56 0.29 -0.04 0.01 165.30 19592540 -1.49 212 9 3.12 51.66 0.08
7 57 0.31 0.08 0.01 113.30 9690128 -0.80 559 9 2.73 -179.20 0.11

Table 7. Complete Linkage

avg.silwidth hubertgamma dunn wb.ratio
3 0.725549149 -0.08333936 0.008465874 0.15089338
4 0.736960447 -0.078051222 0.012021079 0.142378532
5 0.628093293 0.0871833 0.007225859 0.118750272
6 0.713034566 -0.065111408 0.005806125 0.070512979
7 0.521031234 -0.453084421 0.003771547 0.107284916

Table 8. Complete Linkage and TWCV for number of clusters= 3 to 7

calinski Db hartigan ratkowsky scott marriot ball trcovw tracew Friedman Rubin ssi
3 2639 0.28 0.06 -0.02 177.04 -87623772 -5.45 201 -6 2.22 13.17 0.13
4 582 0.31 0.02 0.00 186.35 38627234 -3.32 -6460 -72 1.04 17.69 0.16
5 330 0.31 0.10 0.00 147.53 -82373555 -2.14 9826 103 2.30 279.43 0.09
6 -4 0.29 -0.07 0.01 344.40 119212373 -2.12 536 32 5.75 -50.12 0.09
7 37 0.34 -0.02 0.01 120.70 -4528527 -1.10 -484 -17 3.10 751.17 0.08

Table 9. Centroid Linkage

avg.silwidth hubertgamma dunn wb.ratio
3 0.722569489 0.220524922 0.000611231 0.299867636
4 0.778992645 -0.046499816 0.000696145 0.189345662
5 0.618693278 -0.028301898 0.001707514 0.107757942
6 0.702749364 -0.13982855 0.001757835 0.102788534
7 0.546218942 -0.226882347 0.00064492 0.123924566
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Table 10. Centroid Linkage and TWCV for number of clusters= 3 to 7

calinski db hartigan ratkowsky scott marriot ball trcovw tracew friedman rubin ssi
3 2048 0.25 -0.06 -0.03 308.30 110891711 -7.02 -121 24 4.34 12.69 0.08
4 750 0.16 0.06 0.00 144.10 -54191257 -2.70 5693 48 0.83 70.21 0.08
5 199 0.26 -0.02 0.01 207.30 44534577 -2.09 1782 39 2.81 70.82 0.07
6 119 0.17 0.00 0.01 139.30 4663213 -1.27 566 14 3.06 143.00 0.06
7 125 0.29 0.05 0.01 132.50 14746903 -1.40 362 13 3.17 105.52 0.11

Reported in Tables 3 to 10 are the convex clustering index results of the
cclust, average silhouette width, hubert, dunn and wb.ratio results from fpc. In
average linkage, dunn and wb.ratio indices found the right optimal number of
clusters as 6. For the convex clustering indices of clust, friedman, ratkowsky,
hartigan and calinski ended up with 6. In average to centroid, hubert index also
found 6 as well as the dunn and wb.ratio. Also, traceW and calinski found the
right answer among the convex clustering indices. In complete linkage, wb.ratio
found the right answer. Also hartigan, ratkowsky, scott, marriott, friedman and
rubin got the right answer. At the same time, silhouette index got closer to find
the value 6 and ranked third among the indices. In centroid dunn, wb.ratio; ball,
scott and calinski had the outcome as 6.

4 Summary and Conclusions

Clustering as a fundamental data mining task can be applied in several areas.
Researchers, mostly considered only one objective whereas clustering is naturally
multi-objective process. At the same time, clustering of the instances may de-
pend on the judgement of human experts. From this point of view, our clustering
algorithm tries to find more than one feasible solution by taking into account
more than one objective; the process has been automated and there is no need
to keep the objective weights at a fixed value. Besides, it works iteratively within
a given range of the number of clusters. It uses the immediate previous run’s
solutions as an input to the next run. During this process, there are two chal-
lenges to consider: 1) the scalability for large datasets 2) complexity and trial
of every instance as the new candidate cluster during the iterations. There are
many attempts to solving the first question. Also multi-objectivity gives us the
opportunity to use those techniques. For the second problem, usually it is pro-
posed to use data structures that keep data in more abstract/compressed format
like k-d trees. For testing, we used two real world data sets with varying num-
ber of classes and equal/unequal number of instances per class. For both cases,
we aimed at finding the desirable number of clusters by using some cluster va-
lidity indices. The results are promising and demonstrate the effectiveness and
applicability of the proposed approach.
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Abstract. We introduce a novel data structure for solving the range
query problem in generic metric spaces. It can be seen as a dynamic
version of the List of Clusters data structure of Chávez and Navarro.
Experimental results show that, with respect to range queries, it outper-
forms the original data structure when the database dimension is below
12. Moreover, the building process is much more efficient, for any size
and any dimension of the database.

1 Introduction

The family of algorithms and data structures for searching in metric spaces
has been widely studied in recent years due to the variety of fields where they
are applied. Some settings assume that the metric function is discrete (as, for
example, BK-trees [4] or FQ-trees [2]), and some allow generic distance functions
(c.f. AESA [11], GNAT [3], and vp-trees [13], among others). However, only a few
are suitable for dealing with database updates (like dsa-trees [10, 1]). Besides,
most of the approaches consider that the database fits in main memory, although
some raise the issues of I/O operations [8, 9, 12]. For a complete and up-to-date
survey on this subject, the reader is referred to [7].

In this work, we tackle the range query problem in generic metric spaces,
considering that databases are dynamic and implemented in main memory. We
propose a new data structure, called Recursive Lists of Clusters (RLC), which
is built on the List of Clusters (LC) data structure, described in [5, 6]. LC is
very efficient for range queries, specially in high dimensions, but is static and
requires quadratic time construction in terms of the size of the database.

2 Basic Definitions

Let (U , d) be a metric space. That is, U is the universe of objects, and d : U ×
U → IR is a real function, called distance or metric, that satisfies the following
� The author would like to thank Edgar Chávez and Gonzalo Navarro for some com-

ments on this work and for kindly having sent her the source code of LC.
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properties, for all x, y, z ∈ U : (strict positiveness) d(x, y) ≥ 0 and d(x, y) =
0 ⇔ x = y; (symmetry) d(x, y) = d(y, x); and (triangle inequality) d(x, y) ≤
d(x, z) + d(z, y). A database over (U , d) is a finite set B ⊆ U .

Given a database B over a metric space (U , d), and a pair (q, rq), where
q ∈ U and rq is a non-negative real number, the range query problem consists
in computing the set of elements of the database whose distance to q does not
exceed rq, i.e., {x ∈ B | d(x, q) ≤ rq}. The object q is called the query point and
rq is the query radius.

Naturally, range queries can be answered by selecting every element of the
database, one by one, and computing its distance to the query point. Neverthe-
less, in order to avoid this heavy linear procedure, many data structures (a.k.a.
indexes) have been created and studied [7]. In spite of their many differences,
all of them rely on the triangle inequality to discard elements of the database
without computing the corresponding distance to the query point.

3 Lists of Clusters

We start by introducing the notions of cluster and list of clusters (which gener-
alize the definitions presented in [5, 6]). For the sake of simplicity, from now on,
let (U , d) denote a metric space and B denote a database over (U , d).

A cluster of B is a triple (c, r, I), where: c ∈ B is a database object, called
the center of the cluster; r is a non-negative real number, called the radius of
the cluster; and I is a subset of the elements of the database, excluding c, whose
distance to c does not exceed r, I ⊆ {x ∈ B | 0 < d(x, c) ≤ r}. We call I the
interior of the cluster. The set I ∪ {c} of objects that occur in a cluster (c, r, I)
is denoted by Oc,r,I .

A list of clusters for B is a sequence of clusters of B, L = < (c1, r1, I1), . . . ,
(cn, rn, In) >, for some n ≥ 0, that satisfies the following properties.

1. The set of objects in L is B: B =
⋃n

i=1 Oci,ri,Ii .
2. Clusters are pairwise disjoint, that is, for every i, j = 1, 2, . . . , n: i �= j ⇒

Oci,ri,Ii ∩ Ocj ,rj ,Ij = ∅.
3. Every element occurs in the first cluster in which it fits, i.e., for every

i = 2, . . . , n, every x ∈ Oci,ri,Ii , and every j = 1, . . . , i − 1: d(x, cj) > rj .

Figure 1, borrowed from [5, 6], illustrates the last property, depicting the
“ball” associated with each cluster of a list.

��
���c3

r3

���������������	

��c2

r2

�����������
���c1

��r1

Fig. 1. Balls of the three clusters of the list < (c1, r1, I1), (c2, r2, I2), (c3, r3, I3) >

The range search algorithm in a list of clusters is sketched in Fig. 2. Basi-
cally, the list is iterated and the relation between each cluster and the query is



Recursive Lists of Clusters: A Dynamic Data Structure 845

established, based on the distance from the query point to the cluster’s center
and on the two radii. There are six possible cases. When the center belongs to
the query ball, either the query ball is completely inside the cluster, or contains
the cluster, or intersects it without containment in any direction. Otherwise, the
query ball may still be inside the cluster or intersect it (without containment),
but the third possibility is both balls being disjoint. Notice that, whenever the
query ball is inside the cluster, the iteration stops.

In order to cope with unfinished iterations, avoiding the technical details,
Fig. 2 presents the recursive version of the algorithm. Function LC-search has
three parameters: the list of clusters L, the query (q, rq), and the set of objects
R that belong to the answer (which should be the empty set in the initial call).
It makes use of another function, C-search, which implements the range search
in the interior of a cluster. Besides the cluster to be analysed (c, r, I), the query
(q, rq), and the result set R, it receives the distance from the query to the center
distQC, to prevent repeating this computation when the triangle inequality is
applied to discard the objects in I. The discussion of the algorithms on clusters
is deferred until the end of this section.

LC-search( L, (q, rq), R )
if L = <> return R
else

let L = < (c, r, I) | L′ >
distQC ← d(q, c)
if distQC ≤ rq // Query ball contains center c.

if distQC + rq ≤ r // Query ball is inside cluster.
return C-search((c, r, I), (q, rq), distQC, R ∪ {c})

else if distQC + r ≤ rq // Query ball contains cluster.
return LC-search(L′, (q, rq), R ∪ {c} ∪ I)

else // Query ball intersects cluster.
R′ ← C-search((c, r, I), (q, rq), distQC, R ∪ {c})
return LC-search(L′, (q, rq), R′)

else // Query ball does not contain center c.
if distQC + rq ≤ r // Query ball is inside cluster.

return C-search((c, r, I), (q, rq), distQC, R)
else if distQC > rq + r // Query ball is outside cluster.

return LC-search(L′, (q, rq), R)
else // Query ball intersects cluster.

R′ ← C-search((c, r, I), (q, rq), distQC, R)
return LC-search(L′, (q, rq), R′)

Fig. 2. Search algorithm in a list of clusters

An important issue is the way centers and radii are chosen, when the list
of clusters is built. In [5, 6], where LC is described, the construction algorithm
(LC-build, outlined in Fig. 3) assumes that the database B is given in advance.
The authors discuss five criteria for selecting centers and two for selecting radii.
With regard to objects, centers can be: (1) chosen at random; (2) the objects
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closest to the previous center; (3) the objects farthest from the previous center;
(4) the objects minimizing the sum of distances to the previous centers; (5) the
objects maximizing the sum of distances to the previous centers. Radii can be all
equal or such that the clusters’ cardinality is constant (except, possibly, the last
one). The first choice leads to lists of clusters of fixed radius, while the second
one to lists of clusters of fixed size.

The main drawback of adopting global criteria, such as the last four strategies
for choosing centers or clusters of fixed size, is the impossibility of performing
updates efficiently. To tackle the problems raised by dynamic databases, we
consider clusters of fixed radius and construct the list by means of a succession
of insert operations.

The insertion algorithm in a list of clusters of fixed radius, LC-insert, is also
shown in Fig. 3. Notice that an object is inserted in the first cluster where it fits.
This is done by function C-insert, which returns the updated cluster. (The abuse
of notation aims at emphasizing the change in the cluster’s interior.) However,
when an object does not belong in any existent cluster, a new cluster is created
at the tail of the list. Once again, note that the distance between the object to
be inserted and the cluster’s center (distOC ) is an input of function C-insert.

LC-build( B ) LC-insert( L, x )
if B = ∅ return <> if L = <> return < (x, r, ∅) >
else else

select c ∈ B, let L = < (c, r, I) | L′ >
select a radius r distOC ← d(x, c)
I ← {x ∈ B | 0 < d(c, x) ≤ r} if distOC ≤ r
B′ ← B \ (I ∪ {c}) if distOC = 0
return < (c, r, I) | LC-build(B′) > return L

else
(c, r, I ′) ← C-insert((c, r, I), x, distOC )

LC-delete( L, x ) return < (c, r, I ′) | L′ >
if L = <> return L else
else return < (c, r, I) | LC-insert(L′, x) >

let L = < (c, r, I) | L′ >
distOC ← d(x, c)
if distOC ≤ r LC-insertInterior( I , L )

if distOC = 0 if I = <> return L
return LC-insertInterior(I , L′) else

else let I = < x | I ′ >
(c, r, I ′) ← C-delete((c, r, I), x, distOC ) L′ ← LC-insert(L, x)
return < (c, r, I ′) | L′ > return LC-insertInterior(I ′, L′)

else
return < (c, r, I) | LC-remove(L′, x) >

Fig. 3. Construction, insertion, and deletion algorithms in lists of clusters. Updates
are performed in lists of clusters of fixed radius r.

In the same way, the deletion algorithm (c.f. LC-delete in Fig. 3) starts by
searching the cluster that may contain the object. If no such cluster exists, there
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is nothing more to do. Otherwise, two distinct situations can hold: either the
object to be removed is the cluster’s center, in which case the cluster disappears,
or it belongs to the cluster’s interior and function C-delete performs its deletion.
In the first case, all objects of the cluster’s interior must be re-inserted in the
remaining sub-list of clusters.

Clusters’ interiors can be efficiently implemented with arrays providing there
are no updates in the database. In order to reduce the number of distances
computed in a range search, each array cell should store a database object and its
distance to the center. Moreover, we propose that arrays are sorted in decreasing
order by the distance value. The next proposition will justify these requirements.

Proposition 1. Let x, c, q ∈ U be three objects, and rq be a non-negative real
number such that d(x, c) < d(q, c) − rq. Then, d(x, q) > rq.

Proof. By triangle inequality, d(c, q) ≤ d(c, x) + d(x, q), which is equivalent to
d(x, q) ≥ d(c, q) − d(c, x). But, since the distance function is symmetric, by
hypothesis, d(c, q) − d(c, x) > rq, which implies d(x, q) > rq, as we wanted. %&

Figure 4 presents the pseudo-code of the range search algorithm in a clus-
ter whose interior is implemented with an array (Ca-search). To simplify the
notation, arrays are seen as sequences of pairs of the form (dxc, x), where dxc

represents the distance from object x to the cluster’s center c.
In the first place, function Ca-search computes the minimum value dxc can

have that requires the evaluation of the distance from object x to query point
q, and stores it in the auxiliary variable minDist. Then, it calls Ia-search, which
is the function that examines the cluster’s interior.

In Ia-search, whenever an object x such that dxc < minDist is found, the
computation stops because neither x nor the remaining objects belong to the
query ball. The justification follows directly from Proposition 1 and from the
array being sorted in decreasing order by distance value.

Ia-search( I , (q, rq), minDist, R ) Ca-search( (c, r, I), (q, rq), distQC, R )
if I = <> return R minDist ← distQC − rq

else Ia-search(I , (q, rq), minDist, R)
let I = < (dxc, x) | I ′ >
if dxc < minDist

return R
else

if d(x, q) ≤ rq

return Ia-search(I ′, (q, rq), minDist, R ∪ {x})
else

return Ia-search(I ′, (q, rq), minDist, R)

Fig. 4. Search algorithm in a cluster implemented with an array

Updates are trivially performed, unless the array is full in an insertion oper-
ation. They correspond to insertions and deletions in sorted arrays, ordered by a
real number (the distance from the object to the center). That is why this value
is an input of functions C-insert and C-delete.
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4 Recursive Lists of Clusters

As we have already mentioned, our research focused on lists of clusters of fixed
radius. As a result, we should not expect clusters to have similar sizes. In fact,
experimental results show that the first clusters of the list are very densely pop-
ulated, whereas the last ones often contain only the center. This means that, if
the radius is small enough so as not to get half of the objects in a few initial
clusters, the list becomes very large in length, having many empty or single-
ton clusters’ interiors. Needless to say, the length of the list affects the per-
formance of all functions introduced in the previous section, not to mention
that very thinly populated clusters lead to linear running time algorithms in
terms of the size of the database. On the other hand, even though large radii
prevent the proliferation of clusters, they strongly increase the size of the ini-
tial clusters, whose processing may become very heavy. To overcome this dif-
ficulty, the main idea is to allow clusters to be implemented in two different
ways: if the size of the cluster’s interior does not exceed a certain value, its ele-
ments are stored in an array; otherwise, the interior is implemented as a list of
clusters.

Let ρ be a positive real number, ψ : IR+ → IR+ be a (positive) real function,
and α be a positive integer. A recursive list of clusters for B with radius ρ,
radius function ψ, and array capacity α is a list of clusters for B of fixed radius
ρ, L = < (c1, ρ, I1), . . . , (cn, ρ, In) >, for some n ≥ 0, that satisfies the following
property, for every j = 1, . . . , n: if the size of the interior Ij does not exceed α,
Ij is implemented with an array; otherwise, Ij is a recursive list of clusters with
radius ψ(ρ), radius function ψ, and array capacity α. The level of a cluster is
the number of ancestors of the cluster, excluding itself.

Figure 5 presents a graphical representation of an RLC of length three, with
radius ρ, radius function ψ(r) = kr (for every r > 0 and some k > 0), and
array capacity 5. Apart from the center (c), the radius (r), and the interior (I),
each cluster picture contains the level (l) and the interior’s size (s), in order to
exemplify these notions. For instance, the first cluster of the list, whose center
is c1, has 16 objects in its interior. So, the interior is an RLC of level 1: its first
cluster has 6 elements (center c′1 and 5 objects in the interior) and the second
one has 10.

We assume that every object x of the database is associated with a sequence
(denoted by the letter D) with the distances from x to the centers of the clusters
to which x belongs. We will keep the notation of pairs used in the previous
section, with (D, x) instead of (dxc, x). It is worth mentioning that D is the
empty sequence if, and only if, it is associated with a center of level zero. In the
arrays, two orderings are preserved. On the one hand, the values d(x, c) in D are
ordered according to the child-parent relation on centers. On the other hand,
every array is sorted in decreasing order by the first element of D.

As an example, in the recursive list of clusters of Fig. 5, the sequence as-
sociated with c′′1 is < d(c′′1 , c′2), d(c′′1 , c1) >. Besides, for every object x in that
cluster’s interior, the array contains the pair (< d(x, c′′1 ), d(x, c′2), d(x, c1) >, x).
The array is sorted in decreasing order by d(x, c′′1 ).
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Fig. 5. An RLC with radius ρ, radius function ψ(r) = kr, and array capacity 5

Essentially, the algorithms on lists of clusters are still applied to recursive
lists of clusters. So, our task is to show how algorithms on clusters work.

Range queries are performed by algorithm C-search, depicted in Fig. 6. First
of all, remark that this function has a new parameter, called minDists. As we
have already seen, each time we get into a cluster’s interior, there is a bound for
the distance between its objects and the cluster’s center below which objects can
be discarded without computing any other distance. Sequence minDists contains
all these minimal bounds, from the innermost to the outermost center. In the
second place, notice that, as the array is sorted by the distances to the innermost
center, whenever an object that can be discarded by the first bound is found
(in function A-search), all remaining objects, if any, are immediately ignored.
However, this cannot be done with the other values. For this reason, the boolean
function elimByAncest analyses all but the first element of the sequences. Lastly,
minDists must be an input parameter of function LC-search (in Fig. 2). There
is no need to repeat its code because this sequence should only be passed to
every call of C-search and LC-search. Obviously, minDists has to be the empty
sequence in the initial call of LC-search.

The next goal is to describe updates in a cluster. Let us start with insertions,
whose pseudo-code is shown in Fig. 7. If the cluster is implemented in an array
and there is space for one more element, an ordered insertion into the array is
performed (A-insertOrd, by distOC ). If the cluster is a list of clusters, function
LC-insert is called. The most difficult situation arises when the array is full.
In that case, if the object does not belong to the database yet, a new list of
clusters is created, and the information in the array, as well as the new element,
is stored in the list. The first step is done by function moveArrayToList, which
calls LC-insert for every object in the array. Once more, the sequence with the
distances from the object to the centers must be an input parameter of C-insert
and LC-insert (Fig. 3). The expression sizeOf(I), where I is a cluster’s interior
of any kind, denotes the number of objects stored in I.
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C-search((c, r, I), (q, rq), minDists, distQC, R) elimByAncest(D, M)
minDists′ ← < distQC − rq | minDists > if D = <> return false
if I is an array else

A-search(I , (q, rq), minDists′, R) let D = < dxc | D′ >
else let M = < m | M ′ >

LC-search(I , (q, rq), minDists′, R) if dxc < m
return true

else
A-search( I , (q, rq), M , R ) return elimByAncest(D′, M ′)

if I = <> return R
else

let I = < (D, x) | I ′ >, let D = < dxc | D′ >, let M = < m | M ′ >
if dxc < m

return R
else if elimByAncest(D′, M ′)

return A-search(I ′, (q, rq), M , R)
else

if d(x, q) ≤ rq

return A-search(I ′, (q, rq), M , R ∪ {x})
else

return A-search(I ′, (q, rq), M , R)

Fig. 6. Search algorithm in a cluster

Deletions work the other way around (c.f. Fig. 7). Firstly, the object is deleted
from the cluster interior, which is done by calling A-deleteOrd or LC-delete.
Then, whenever the object is removed from a list whose size becomes equal to
the array capacity, the remaining elements of the list are moved into an array.

The efficiency of updates in a recursive list of clusters can be severely affected
by the changes in the clusters’ interiors. The number of changes performed de-
pends mainly on the dynamism of the database and on the distribution of the
objects, but the weight of each operation depends on the array capacity. Fur-
thermore, insertions and deletions in an array take Θ(n) both in the average and
in the worst cases, if n is the number of objects in the array. For these reasons,
the capacity of the arrays should be a small value.

5 Experimental Results

In this section, we present some experimental results that compare the perfor-
mance of our data structure (RLC) and that of Chávez and Navarro (denoted
by LC), where clusters have a fixed size and the center of the i-th cluster of the
list is the element that maximizes the sum of distances to the previous centers.
These choices were made by the authors in [5, 6] to compare their proposal with
other structures, and are implemented in the source code they kindly sent to us.

All our metric spaces are unitary real cubes [0, 1]k under the Euclidian dis-
tance, with k = 4, 6, 8, 10, 12, 14, 16, 18, 20. For each one of those dimensions, we
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C-insert( (c, r, I), x, D, distOC ) C-delete( (c, r, I), x, distOC )
D′ ← < distOC | D > if sizeOf(I) ≤ α
if sizeOf(I) < α return (c, r,A-deleteOrd(I , x, distOC ))

return (c, r, A-insertOrd(I , x, D′)) else
else if sizeOf(I) = α L ← LC-delete(I , x)

if A-findOrd(I , x, D′) if sizeOf(L) = α
return (c, r, I) return (c, r, moveListToArray(L, <>))

else else
L ← moveArrayToList(I , <>) return (c, r, L)
return (c, r,LC-insert(L, x, D′))

else
return (c, r, LC-insert(I , x, D′))

Fig. 7. Insertion and deletion algorithms in a cluster (with array capacity α)

generated six sets with uniformly random points with sizes 100, 50,000, 100,000,
150,000, 200,000, and 250,000. The smaller one was used as the set of queries,
while the others were used as databases.

Both structures are parameterized. The parameters of RLC are the radius
ρ, the radius function ψ, and the array capacity α. In the experiments reported
here, α was set to 16, but radii varied with level, according to the following
scheme: ρ =

√
k

η1
and ψ(r) = r

η2
, for every r > 0, where k is the space dimension,

and η1 and η2 are positive constants. In LC, the only parameter is the size of the
cluster’s interior. Table 1 presents the parameters chosen for each dimension.

Figure 8 shows the results of performing range queries (retrieving 0.01% of
the database). More precisely, the charts (on the left column) present the average
number of objects of the database whose distance to the query point is computed.
It is easy to see that RLC outperforms LC for dimensions below 12. Above 12,
LC performs better.

We have also calculated the average number of distances computed per ob-
ject during the building process of the database. In the case of RLC, since the
construction algorithm simply calls the insertion algorithm for each object, it
corresponds to the average number of distances computed to insert an object in
the database.

It turns out that, in this point, RLC is much less demanding, for any dimen-
sion (see the right column of Fig. 8). Notice that the values for RLC are, not
only almost constant for each dimension, but also of a different order of mag-
nitude from those for LC, specially with large databases. The importance of a
good performance on this matter stems from the fact that these data structures

Table 1. Parameters used for each dimension

Dimension 4 6 8 10 12 14 16 18 20

RLC
η1 2.5 3.5 4.5 4.5 4.5 4.5 4.5 4.5 4.5
η2 1.25 1.2 1.15 1.1 1.05 1.04 1.02 1 0.97

LC 150 100 50 35 25 15 10 7 5
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Fig. 8. (Left) Average number of distances computed to query the database, shown
as a percentage of the database size. 100 queries, retrieving 0.01% of the database.
(Right) Average number of distances computed per object to build the database.
From top to bottom: dimensions 4, 6, and 8; 10, 12, and 14; 16, 18, and 20.

are implemented in main memory. Besides, even if LC is suitable for secondary
memory implementations, its construction criterion is not compatible with up-
dates. So, if insertions or deletions have to be performed, the data structure
must be rebuilt.

6 Conclusions and Future Work

We have presented RLC, a dynamic version of the LC data structure, which
outperforms significantly the original in low dimensional spaces and competes
with it in medium dimensional spaces. In addition, the initial construction of
RLC, insertions, and deletions are performed efficiently. It is worth mentioning
that, although dynamism is crucial in many applications, only a few of the data
structures for metric spaces are truly dynamic.

Concerning future work, there are two topics requiring immediate investiga-
tion: to compare RLC with other data structures (implemented in main memory)
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and to analyse the complexity of the algorithms, in the average case. We also
want to adapt RLC to secondary memory, comparing it against the existing ap-
proaches. To this end, we plan to extend RLC with a new parameter (an integer
function) that establishes the capacity of the arrays at each level. The idea is
that, for the arrays to fit “exactly” into the disk pages, the arrays’ capacity
should decrease as the level increases, to compensate for the increment in the
size of the sequences of distances associated with objects.
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Abstract. Clustering is a division of data into groups of similar objects,
with respect to a set of relevant attributes (features) of the analyzed
objects. Classical partitioning clustering methods, such as k-means algo-
rithm, start with a known set of objects, and all features are considered
simultaneously when calculating objects’ similarity. But there are nu-
merous applications where an object set already clustered with respect
to an initial set of attributes is altered by the addition of new features.
Consequently, a re-clustering is required. We propose in this paper an
incremental, k-means based clustering method, Core Based Incremental
Clustering (CBIC), that is capable to re-partition the objects set, when
the attribute set increases. The method starts from the partitioning into
clusters that was established by applying k-means or CBIC before the
attribute set changed. The result is reached more efficiently than run-
ning k-means again from the scratch on the feature-extended object set.
Experiments proving the method’s efficiency are also reported.

Keywords: Data Mining, clustering, k-means.

1 Introduction

Clustering, or unsupervised classification, is a data mining activity that aims to
partition a given set of objects into groups (classes or clusters) such that objects
within a cluster to have high similarity with each other and low similarity with
objects in other clusters. The inferring process is carried out with respect to a
set of relevant characteristics or attributes of the analyzed objects. Similarity
and dissimilarity between objects are calculated using metric or semi-metric
functions, applied to the attribute values characterizing the objects.

A large collection of clustering algorithms is available in the literature. [4],
[5] and [6] contain comprehensive overviews of the existing techniques.

A well-known class of clustering methods is the one of the partitioning me-
thods, with representatives such as the k-means algorithm or the k-medoids
algorithm. Essentially, given a set of n objects and a number k, k ≤ n, such

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 854–863, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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a method divides the object set into k distinct and non-empty clusters. The
partitioning process is iterative and heuristic; it stops when a ”good” partitioning
is achieved. Finding a ”good” partitioning coincides with optimizing a criterion
function defined either locally (on a subset of the objects) or globally (defined
over all of the objects, as in k-means). The criterion function used in k-means is
the squared error criterion, which tends to work well with isolated and compact
clusters ([6]).

Generally, these methods start with a known set of objects, measured against
a known set of attributes. But there are numerous applications where the object
set is dynamic, or the attribute set characterizing the objects evolves. Obviously,
for obtaining in these conditions a partitioning of the object set, the clustering
algorithm can be applied over and over again, beginning from the scratch, ev-
ery time when the objects or the attributes change. But this can be inefficient.
What we want is to propose an incremental, k-means based clustering method,
named Core Based Incremental Clustering (CBIC), that is capable to efficiently
re-partition the object set, when the attribute set increases with one or more
attributes. The method starts from the partitioning into clusters that was es-
tablished by applying k-means or CBIC before the attribute set changed. The
result is reached more efficiently than running k-means again from the scratch
on the feature-extended object set.

1.1 Related Work

There are few approaches reported in the literature that take into account the
problem of adapting a clustering when the object feature set is extended. Early
works treat the sequential use of features in the clustering process, one by one.
An example of such a monothetic approach is mentioned in [6]. A more recent
paper ([11]) analyzes the same problem of adapting a clustering produced by a
DBSCAN like algorithm, using some additional structures and distance approx-
imations in an Euclidian space.

However, adapting a clustering resulted from a partitioning algorithm, using
partitioning-based methods hasn’t been reported by none of these works.

2 Formal Problem Study

Let X = {O1, O2, . . . , On} be the set of objects to be classified. Each object is
measured with respect to a set of m initial attributes and is therefore described
by an m-dimensional vector Oi = (Oi1, . . . , Oim), Oik ∈ #, 1 ≤ i ≤ n, 1 ≤ k ≤ m.
Usually, the attributes associated to objects are standardized, in order to ensure
an equal weight to all of them ([4]).

Let {K1, K2, . . . , Kp} be the set of clusters discovered in data by applying the
k-means algorithm. Each cluster is a set of objects, Kj = {Oj

1, O
j
2, . . . , O

j
nj
}, 1 ≤

j ≤ p. The centroid (cluster mean) of the cluster Kj is denoted by fj , where

fj =

⎛
⎝

nj∑
k=1

Oj
k1

nj
, . . . ,

nj∑
k=1

Oj
km

nj

⎞
⎠.
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The measure used for discriminating objects can be any metric function d.

We used the Euclidian distance: d(Oi, Oj) = dE(Oi, Oj) =

√
m∑

l=1
(Oil − Ojl)2.

The measured set of attributes is afterwards extended with s (s ≥ 1) new
attributes, numbered as (m+1), (m+2), . . . , (m+s). After extension, the objects’
vectors become O′

i = (Oi1, . . . , Oim, Oi,m+1, . . . , Oi,m+s), 1 ≤ i ≤ n.
We want to analyze the problem of recalculating the objects’ grouping into

clusters, after object extension and starting from the current partitioning. We
aim to obtain a performance gain in respect to the partitioning from scratch
process.

We start from the fact that, at the end of the initial k-means clustering
process, all objects are closer to the centroid of their cluster than to any other
centroid. So, for any cluster j and any object Oj

i ∈ Kj , inequality (1) below
holds.

dE(Oj
i , fj) ≤ dE(Oj

i , fr), ∀j, r, 1 ≤ j, r ≤ p, r �= j. (1)

We denote by K ′
j , 1 ≤ j ≤ p, the set containing the same objects as Kj , after the

extension. By f ′
j , 1 ≤ j ≤ p, we denote the mean (center) of the set K ′

j . These
sets K ′

j , 1 ≤ j ≤ p, will not necessarily represent clusters after the attribute
set extension. The newly arrived attributes can change the objects’ arrangement
into clusters, formed so that the intra-cluster similarity to be high and inter-
cluster similarity to be low. But there is a considerable chance, when adding one
or few attributes to objects, and the attributes have equal weights and normal
data distribution, that the old arrangement in clusters to be close to the actual
one. The actual clusters could be obtained by applying the k-means classification
algorithm on the set of extended objects. But we try to avoid this process and
replace it with one less expensive but not less accurate. With these being said,
we agree, however, to continue to refer the sets K ′

j as clusters.
We therefore take as starting point the previous partitioning into clusters

and study in which conditions an extended object Oj′
i is still correctly placed

into its cluster K ′
j . For that, we express the distance of Oj′

i to the center of its
cluster, f ′

j , compared to the distance to the center f ′
r of any other cluster K ′

r.

Theorem 1. When inequality (2) holds for an extended object Oj′
i and its

cluster K ′
j

Oj
il ≥

nj∑
k=1

Oj
kl

nj
, ∀l ∈ {m + 1, m + 2, . . . , m + s} (2)

then the object Oj′
i is closer to the center f ′

j than to any other center f ′
r,

1 ≤ j, r ≤ p, r �= j.

Proof. We prove below this statement.
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d2(Oj′
i , f ′

j) − d2(Oj′
i , f ′

r) = d2(Oj
i , fj) +

m+s∑
l=m+1

⎛
⎝

nj∑
k=1

Oj
kl

nj
− Oj

il

⎞
⎠

2

−

d2(Oj
i , fr) −

m+s∑
l=m+1

⎛
⎝ nr∑

k=1
Or

kl

nr
− Oj

il

⎞
⎠2

.

Using the inequality (1), we have:

d2(Oj′
i , f ′

j) − d2(Oj′
i , f ′

r) ≤
m+s∑

l=m+1

⎛
⎝

nj∑
k=1

Oj
kl

nj
− Oj

il

⎞
⎠

2

−

m+s∑
l=m+1

⎛
⎝ nr∑

k=1
Or

kl

nr
− Oj

il

⎞
⎠2

⇔ d2(Oj′
i , f ′

j) − d2(Oj′
i , f ′

r) ≤

m+s∑
l=m+1

⎛
⎝

nj∑
k=1

Oj
kl

nj
−

nr∑
k=1

Or
kl

nr

⎞
⎠ ·

⎛
⎝

nj∑
k=1

Oj
kl

nj
+

nr∑
k=1

Or
kl

nr
− 2 · Oj

il

⎞
⎠ .

If the inequality (2) holds for every new attribute of Oj′
i , then the inequality

above becomes:

d2(Oj′
i , f ′

j) − d2(Oj′
i , f ′

r) ≤ −
m+s∑

l=m+1

⎛
⎝

nj∑
k=1

Oj
kl

nj
−

nr∑
k=1

Or
kl

nr

⎞
⎠

2

⇔

d2(Oj′
i , f ′

j) − d2(Oj′
i , f ′

r) ≤ 0.
Because all distances are non-negative numbers, it follows that:

d(Oj′
i , f ′

j) ≤ (Oj′
i , f ′

r), ∀r, 1 ≤ r ≤ p, r �= j.

We have to notice that the inequality in (2) imposes only intra-cluster conditions.
An object is compared against its own cluster in order to decide its new affiliation
to that cluster.

3 The Core Based Incremental Clustering Algorithm

We will use the property enounced in the previous paragraph in order to identify
inside each cluster K ′

j , 1 ≤ j ≤ p, those objects that have a considerable chance
to remain stable in their cluster, and not to move into another cluster as a result
of the attribute set extension. These objects form the core of their cluster.

Definition 1.

a) We denote by StrongCorej = {Oj′
i |O

j′
i ∈ K ′

j , O
j′
i satisfies the inequalities

set (2)} the set of all objects in K ′
j satisfying inequality (2) for each new

attribute l, m + 1 ≤ l ≤ m + s.
b) Let sat(Oj′

i ) be the set of all new attributes l, m + 1 ≤ l ≤ m + s, for which
object Oj′

i satisfies inequality (2).

We denote by WeakCorej = {Oj′
i |Oj′

i ∈ K ′
j , |sat(Oj′

i )| ≥

nj∑
k=1

|sat(Oj′
k )|

nj
} the
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set of all objects in K ′
j satisfying inequality (2) for at least so many new

attributes that all objects in K ′
j are satisfying (2) for, in the average.

c) Corej = StrongCorej iif StrongCorej �= ∅; otherwise,
Corej = WeakCorej. OCorej = K ′

j \Corej is the set of out-of-core objects
in cluster K ′

j.
d) We denote by CORE the set {Corej , 1 ≤ j ≤ p} of all cluster cores and by

OCORE the set {OCorej , 1 ≤ j ≤ p}.

For each new attribute l, m + 1 ≤ l ≤ m + s, and each cluster K ′
j there is

at least one object that satisfies the inequality (2) in respect to the attribute
l. Namely, the object that has the greatest value for attribute l between all
objects in K ′

j certainly satisfies the relation (the maximum value in a set is
greater or equal than the mean of the values in the set). But it is not sure that
there is in cluster K ′

j any object that satisfies relation (2) for all new attributes
m + 1, . . . , m + s. If there are such objects (StrongCorej �= ∅), we know that,
according to Theorem 1, they are closer to the cluster center f ′

j than to any
other cluster center f ′

r, 1 ≤ r ≤ p, r �= j. Then, Corej will be taken to be equal
to StrongCorej and will be the seed for cluster j in the incremental algorithm.
But if StrongCorej = ∅, then we will choose as seed for cluster j other objects,
the most stable ones between all objects in K ′

j. These objects (WeakCorej) can
be less stable than would be the objects in StrongCorej . This is not, however, a
certain fact: the objects in the ”weaker” set WeakCorej can be as good as those
is StrongCorej . This comes from the fact that Theorem 1 enounces a sufficient
condition for the objects in K ′

j to be closer to f ′
j than to any other f ′

r, but not
a necessary condition too.

The cluster cores, chosen as we described, will serve as seed in the incremental
clustering process. All objects in Corej will surely remain together in the same
group if clusters do not change. This will not be the case for all core objects,
but for most of them, as we will see in the results section.

We give next the Core Based Incremental Clustering algorithm.
We mention that the algorithm stops when the clusters from two consecu-

tive iterations remain unchanged or the number of steps performed exceeds the
maximum allowed number of iterations.

Algorithm Core Based Incremental Clustering is

Input: - the set X = {O1, . . . , On} of m-dimensional objects previously

clustered,

- the set X ′ = {O′
1, . . . , O

′
n} of (m+s)-dimensional extended objects

to be clustered, O′
i has the same first m components as Oi,

- the metric dE between objects in a multi-dimensional space,

- p, the number of desired clusters,

- F = {F1, . . . , Fp} the previous partitioning of objects in X,

- noMaxIter the maximum number of iterations allowed.

Output: - the re-partitioning F ′ = {F ′
1, . . . , F

′
p} for the objects in X ′.

Begin
For all clusters Fj ∈ F

Calculate Corej = (StrongCorej �= ∅)?StrongCorej : WeakCorej
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F ′
j = Corej

Calculate f ′
j as the mean of objects in F ′

j

EndFor

While (F ′ changes between two consecutive steps) and

(there were not performed noMaxIter iterations) do

For all clusters F ′
j do

F ′
j := {O′

i | d(O′
i, f

′
j) ≤ d(O′

i, f
′
r), ∀r , 1 ≤ r ≤ p, 1 ≤ i ≤ n}

EndFor

For all clusters F ′
j do

f ′
j := the mean of objects in F ′

j

EndFor

EndWhile

End.

The algorithm starts by calculating the old clusters’ cores. The cores will
be the new initial clusters from which the iterative process begins. Next, the
algorithm proceeds in the same manner as the classical k-means method does.

Remark 1. The main characteristics of the CBIC algorithm are the following:

– the time complexity for calculating the cores in the clustering process does
not grow the complexity of the global calculus;

– the method for calculating the core of a cluster C (using inequality (2))
depends only on the current cluster (does not depend on other clusters).

4 Experimental Evaluation

In this section we present some experimental results obtained by applying the
CBIC algorithm described in section 3.

For this purpose, we had used a programming interface for non-hierarchical
clustering described in [8]. We mention that using this interface we can simply
develop non-hierarchical clustering applications for different kind of data (objects
to be clusterized). As it is shown in our experiments, the objects to be clusterized
are very different (patients, wine instances).

As a case study, for experimenting our theoretical results described in section
2 and for evaluating the performance of the CBIC algorithm, we consider some
experiments that are briefly described in the following subsections.

We have to mention that most of the data were taken from the website
”http://www.cormactech.com/neunet”.

4.1 Quality Measures

As a quality measure for our algorithm we take the movement degree of the
core objects and of the extra-core objects. In other words, we measure how the
objects in either Corej ∈ CORE, or OCorej ∈ OCORE, remain together in
clusters after the algorithm ends.
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As expected, more stable the core objects are and more they remain together
in respect to the initial sets Corej , better was the decision to choose them as
seed for the incremental clustering process. Also, as the experiments show, the
movement degree was smaller for the core objects than for the extra-core objects.

We denote by S = {S1, S2, . . . , Sp}, Si ⊆ Ki, a set of clusters’ subsets (as
CORE and OCORE are). We express the stability factor of S as:

SF (S) =

p∑
j=1

|Sj |
no of clusters where the objects in Sj ended

p∑
j=1

|Sj |
(3)

The worst case is when each object in Sj ends in a different final cluster, and
this happens for every set in S. The best case is when every Sj remains compact
and it is found in a single final cluster. So, the limits between which SF (CORE)
varies are given below, where the higher the value of SF (CORE) is, better was
the cores choice:

p
p∑

j=1
|Corej |

≤ SF (CORE) ≤ 1 (4)

For comparing the informational relevance of the attributes we used the infor-
mation gain (IG) measure ([7]).

4.2 Experiment 1. Cancer

The breast cancer database was obtained from the University of Wisconsin Hos-
pitals, Madison, Dr. William H. Wolberg.

The objects to be clusterized in this experiment are patients: each patient
is identified by 9 attributes ([10]). The attributes have been used to represent
instances and each one takes integer values between 1 and 10. Each instance has
one of 2 possible classes: benign or malignant. In this experiment there are 457
patients (objects).

4.3 Experiment 2. Dermatology

The objects to be clusterized in this experiment are also patients: each patient
is identified by 34 attributes, 33 of which are linear valued and one of them is
nominal. There are 1617 objects (patients).

The aim of the clustering process is to determine the type of Eryhemato-
Squamous Disease ([3]).

The differential diagnosis of erythemato-squamous diseases is a real problem
in dermatology ([3]). They all share the clinical features of erythema and scaling,
with very little differences. The diseases in this group are psoriasis, seboreic
dermatitis, lichen planus, pityriasis rosea, cronic dermatitis, and pityriasis rubra
pilaris.

Patients were first evaluated clinically with 12 features. Afterwards, skin
samples were taken for the evaluation of 22 histopathological features. The values
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of the histopathological features are determined by an analysis of the samples
under a microscope.

In the dataset constructed for this domain, the family history feature has the
value 1 if any of these diseases has been observed in the family, and 0 otherwise.
The age feature simply represents the age of the patient. Every other feature
(clinical and histopathological) was given a degree in the range of 0 to 3. Here,
0 indicates that the feature was not present, 3 indicates the largest amount
possible, and 1, 2 indicate the relative intermediate values.

4.4 Experiment 3. Wine

These data are the results of a chemical analysis of wines grown in the same
region in Italy but derived from three different cultivars. The analysis determined
the quantities of 13 constituents found in each of the three types of wines ([1]).

The objects to be clusterized in this experiment are wine instances: each is
identified by 13 attributes. There are 178 objects (wine instances).

We have to mention that all attributes in this experiment are continuous.

4.5 Results

In this section we present comparatively the results obtained after applying the
CBIC algorithm for the experiments described in the above subsections. We
mention that the results are calculated in average, for several executions.

From Table 1 we observe that using the CBIC algorithm the number of
iterations for finding the solution is, usually, in the average, smaller, and also the

Table 1. The comparative results

Experiment Cancer Dermatology Wine
No of objects 457 1617 178
No of attributes (m+s) 9 34 13
No of new attributes (s) 4 3 4
No of k-means iterations for (m+s) attributes 6 16 7.285
No of k-means iterations for m attributes 4.71 16.16 8
No of CBIC iterations for (m+s) attributes 7 7.16 6.571
SF(CORE) 0.9 0.930 0.524
SF(OCORE) 0.5 0.696 0.420

Table 2. The decreasing order of attributes in respect to the information gain measure

Experiment Order of attributes IG of new attributes /
IG of old attributes (%)

Cancer 2 3 6 7 5 4 8 1 9 64,7%
Dermatology 22 21 23 1 34 30 28 13 26 7 17 9

29 10 16 11 25 15 6 27 4 20
32 8 5 24 3 31 12 2 19 18 14 33 7,6%

Wine 7 10 12 13 6 1 2 11 9 4 5 3 8 57%
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cores’ stability factor, SF (CORE), is high. We mention that for every running of
each experiment, SF (CORE) ≥ SF (OCORE). So, every time, the stability of
the objects chosen to be part or cores was greater than the stability of out-of-core
objects.

In Table 2 we present, for each experiment, the attributes in decreasing order
of their information gain (IG) - the new attributes are emphasized.

From Table 2 it results that the importance of the added attributes influences
the number of iterations performed by the CBIC algorithm for finding the so-
lution. For example, in the ”cancer” experiment where the information brought
by the added attributes was close to that of the initial ones, the number of it-
erations performed by CBIC is also close to the number of iterations performed
by k-means for all the attributes.

A problem with the k-means algorithm is that it is sensitive to the selection
of the initial partition (centroids) and may converge to a local minimum of the
squared error value if the initial partition is not properly chosen. In order to
properly evaluate our algorithm, we considered the same initial centroids when
running k-means for the initial and feature-extended object set (m and m + s
number of attributes). It would be interesting to analyze how a good initial
centroids choice affects the results.

5 Conclusions and Future Work

We proposed in this paper a new method for adapting a clustering when the
attribute set describing the objects increases. The experiments on different data
sets prove that, in most cases, the result is reached more efficiently using the
proposed method than running k-means again from the scratch on the feature-
extended object set. But there are some situations when it is better to resort
to a full clusterization of the feature-extended object set, and not to adapt the
existing clusterization using the CBIC algorithm. For example, such situations
can be: the addition of a large number of features or the addition of new features
with large information gain and contradictory information with respect to the
old feature set.

Further work can be done in the following directions:

– to isolate conditions to decide when it is more effective to adapt incrementally
(using CBIC ) the clusterization of the feature-extended object set than to
recalculate its clusterization (using k-means) from scratch;

– to apply the incremental algorithm on precise problems, from where the need
of such an incremental algorithm originated;

– to study how the theoretical results described for non-hierarchical clustering
could be applied/generalized for other clustering techniques.

References

1. Aeberhard, S., Coomans, D., de Vel, O.: THE CLASSIFICATION PERFOR-
MANCE OF RDA. Tech. Rep. 92–01, Dept. of Computer Science and Dept. of
Mathematics and Statistics, James Cook University of North Queensland (1992)



Incremental Clustering Using a Core-Based Approach 863

2. CorMac Technologies Inc, Canada: Discover the Patterns in Your Data.
http://www.cormactech.com/neunet

3. Demiroz, G., Govenir, H. A., Ilter, N.: Learning Differential Diagnosis of
Eryhemato-Squamous Diseases using Voting Feature Intervals. Artificial Intelli-
gence in Medicine

4. Han, J., Kamber, M.: Data Mining: Concepts and Techniques. Morgan Kaufmann
Publishers (2001)

5. Jain, A., Dubes, R.: Algorithms for Clustering Data. Prentice Hall, Englewood
Cliffs, New Jersey (1998)

6. Jain, A., Murty, M. N., Flynn, P.: Data clustering: A review. ACM Computing
Surveys, 31(3) (1999) 264-323

7. Quinlan, J. R.: C4.5: Programs for Machine Learning, Morgan Kaufmann. San
Mateo, California (1993)
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Abstract. Object-relational database management systems allow users
to define complex data types, such as objects, collections, and nested
tables. Unfortunately, most commercially available database systems do
not support either efficient querying or indexing of complex attributes.
Different indexing schemes for complex data types have been proposed in
the literature so far, most of them being application-oriented proposals.
The lack of a single universal indexing technique for attributes contain-
ing sets and sequences of values significantly hinders practical usability
of these data types in user applications. In this paper we present a novel
indexing technique for sequence-valued attributes. Our index permits to
index not only sequences of values, but sequences of sets of values as well.
Experimental evaluation of the index proves the feasibility and benefit
of the index in exact and similar matching of subsequences.

1 Introduction

Through unprecedented development of computer techniques witnessed in recent
years, the databases are paving their way to many application areas, such as sci-
entific, banking, industrial, retail, and financial systems. Broad applicability of
database systems in diverse domains results in the development of novel data
types. Traditional simple data types, such as strings, numbers, and dates, are
often insufficient to describe complex structure of real-world objects. Complex
data structures, such as sets and sequences, are used to reflect the complexity of
the modeled reality. Sequential data are present in numerous different domains,
including protein sequences, DNA chains, time series, and Web server logs. An-
other example of common sequence data are purchases made by customers in
stores. Here, elements of a given customer sequence are not atomic, but consist of
sets of products ordered by timestamps representing the date of each purchase.
Contemporary object-relational database management systems support the def-
inition and storage of complex user-defined data types as collections and nested
tables. On the other hand, efficient querying and indexing of such data types
is currently not supported by any commercially available database management
system.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 864–873, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Several indexing schemes have been proposed so far, most notably for time
series and sequences of atomic values. Alas, no proposals are given for indexing
of sequences of sets. The original contribution of this paper is the proposal of a
new indexing structure capable of efficient retrieval of sequences of sets based on
non-contiguous subsequence containment and similarity. We present the physical
structure of the index and we develop algorithms for query processing based on
subsequence matching and subsequence similarity. In addition, we present a novel
algorithm for subsequence matching with tolerance thresholds on subsequence
similarity.

The rest of the paper is organized as follows. In Section 2 we introduce basic
definitions used throughout the paper. Section 3 contains an overview of the
related work. We present our index in Section 4. Experimental evaluation of the
index is presented in Section 5. Finally, the paper concludes in Section 6 with a
summary and a future work agenda.

2 Basic Definitions

An element of a sequence is a pair Si = (v(Si), ts(Si)), where v(Si) denotes
the value of the element, and ts(Si) denotes the timestamp of occurrence of the
element Si. A sequence S is an ordered set of elements Si arranged according to
their timestamps ts(Si). We define the length of a sequence S as ts(Sn)− ts(S1)
where Sn is the last element of the sequence S. A subsequence S′ of the sequence
S is a sequence created from the sequence S by removing arbitrary elements. A
sequence S′ = 〈(v(S′

1), ts(S
′
1)), . . . , (v(S′

k), ts(S′
k))〉 is called a continuous subse-

quence of a sequence S = 〈(v(S1), ts(S1)), . . . , (v(Sn), ts(Sn))〉 (denoted S′ ⊂ S)
if

∃w : ∀i = 1, . . . , k v(Si+w) = v(S′
i) ∧ ts(Si+w) = ts(S′

i)

A sequence Q such that the first element of Q has the timestamp ts(Q1) = 0
is called a query sequence. Each query sequence Q has a tolerance sequence T
associated with it. The tolerance sequence T has the same cardinality as the
query sequence Q. The elements of the tolerance sequence T are numbers, and
their timestamps are consecutive integers. The elements of the tolerance sequence
T form tolerance ranges for corresponding elements of the query sequence Q of
the form (ts(Qi)− v(Ti), ts(Qi) + v(Ti)). In addition, tolerance ranges must not
disturb the order of elements, i.e., ts(Qi) + v(Ti) < ts(Qi+1) − v(Ti+1).

An allocation A(Q, S′) is a mapping of every query sequence element to an el-
ement of S′ such that ∀i = 1, . . . , |Q| ts(S′

i)−ts(S′
1)−ts(Qi) ∈ 〈−v(Ti), +v(Ti)〉.

Given a query sequence Q, the subsequence query retrieves all sequences S
having a subsequence S′, such that the following condition is fulfilled

l = n∧∀i = 1, . . . , n v(Qi) ⊂ v(S′
i)∧ ts(S′

i)− ts(S′
1)− ts(Qi) ∈ 〈−v(Ti), +v(Ti)〉

Let ε denote the threshold value of minimum similarity between two sequences.
Given an allocation A(Q, S′) of the query sequence Q to the sequence S′. The
similarity query retrieves all sequences S such that ∃S′ ⊂ S : sim(Q, S′) > ε,
where sim(x, y) is any measure of similarity between two sequences.
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Given a sequence of sets S, let sig(Si) denote a binary signature of the set
v(Si) and let sig(S) = {sig(Si) : i = 1, . . . , n} denote the set of signatures of all
the sets in the sequence S.

3 Related Work

Most research on indexing of sequence data focused on three distinct areas: in-
dexing of time series, indexing of strings of symbols, and indexing of text. Most
indexes proposed for time series support searching for similar or exact subse-
quences by exploiting the fact, that the elements of the indexed sequences are
numbers. This is reflected both in index structure and in similarity metrics. Most
popular similarity metrics include Minkowski distance [1,2], compression-based
metrics [3], and dynamic time warping metrics [4]. Often, a technique for reduc-
tion of the dimensionality of the problem is employed, such as discrete Fourier
transform [5,6]. String indexes usually support searching for subsequences based
on identity or similarity to a given query sequence. Most common distance mea-
sure for similarity queries is the Leveshtein distance [7], and index structures are
built on suffix tree [8,9,10,11] or suffix array [12].

Indexing of sequences of symbols differs significantly from indexing of strings.
The main difference is the fact, that symbols in a sequence of symbols are as-
signed a timestamp that must be taken into consideration when processing a
query. Most proposals for indexing of sequences of symbols transform the original
problem into the well-researched problem of indexing of sets [13]. The transfor-
mation of a sequence into a set first maps all sequence elements into set elements,
and then adds additional elements representing the precedence relation between
the elements of the original sequence. The main drawback of this technique is
the fact, that it ignores the timestamps associated with sequence elements. This
leads to an additional verification phase, where sequences returned from the
index are verified against the query sequence to prune false hits.

ISO-Depth index [14] is an indexing structure that efficiently supports search-
ing of sequences based on subsequence containment and similarity. ISO-Depth
index stores all continuous subsequences of given length in a trie structure. Ad-
ditionally, trie nodes are numbered in a way permitting to quickly determine
the nature of the relationship between the nodes. The order of the nodes in the
trie corresponds to the order of symbols represented by those nodes in sequences
pointed at in the trie leaves. Diversification of symbols in the trie (symbols differ
depending on the distance from preceding symbols in a sequence) allows to an-
swer queries containing timestamp constraints. After creating the trie structure,
ISO-Depth lists and position lists are read off the trie to form the ISO-Depth
index.

An interesting proposal of SEQ-join index was presented in [15]. This index
uses a set of relational tables and a set of B+-tree indexes. Each table cor-
responds to a single symbol appearing in the indexed sequences and contains
ordered timestamps of the symbol together with a pointer to an appropriate
sequence. Preparing a subsequence query consists of creating a directed graph
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with nodes representing query sequence elements and edges representing order
constraints between sequence elements. Answering a subsequence query consists
in performing a join between symbol tables using B+-tree index joins. Detailed
description of subsequence query algorithms using SEQ-join is presented in [15].

4 Generalized ISO-Depth Index

In this paper we extend the basic ISO-Depth index to support efficient indexing
of sequences of sets. The new structure allows to search for similar subsequences
and uses a similarity measure that is based on user-defined similarity measure
for sets. We make no further assumptions on the similarity measure used to
compare sets that are elements of sequences, but we require the measure to (i)
increase with the increase of the size of intersection of sets, and (ii) decrease
with the increase of the Hamming distance between the sets.

To the best of authors’ knowledge, there are no similarity measures for se-
quences of sets. Therefore we introduce two new measures that can be used when
formulating similarity queries on sequences of sets. Given a query sequence Q
and a subsequence S′ of a sequence S, such that a valid allocation A(Q, S′) of
Q to S′ exists. Liminal similarity is defined as the minimum similarity between
any pair of sets in the allocation. Formally,

simL(Q, S′) = min
i=1,...,|Q|

{setsim(Qi, S
′
i) : (Qi, S

′
i) ∈ A(Q, S′)}

where setsim(Qi, S
′
i) is the value of user-defined similarity measure for sets that

fulfills the above mentioned requirements. Average similarity is the average sim-
ilarity between all pairs of sets in the allocation A(Q, S′). This similarity is given
in the formula below.

simA(Q, S′) =
1
|Q|

∑
(Qi,S′

i)∈A(Q,S′)

setsim(Qi, S
′
i)

It is easy to notice that for any pair of sequences (Q, S′) the value of the average
similarity is always greater or equal to the value of the liminal similarity between
the sequences.

Below we present the algorithm for constructing the Generalized ISO-Depth
index. Given a database D consisting of n sequences Sk and the width of a
moving window ξ.

1. For every sequence of sets Sk ∈ D perform the following actions
(a) Sequence Sk is transformed into a sequence of binary signatures Bk,

such that |Sk| = |Bk| ∧ ∀Sk
i : Bk

i = (sig(Sk
i ), ts(Sk

i )). Timestamp val-
ues should be discretized prior to building binary signatures. Query se-
quences should be transformed analogously.

(b) A moving window is used to read all continuous subsequences of Bk

of the length lesser or equal to ξ. For each such subsequence B′k, the
sequence identifier k is stored along with the position, where B′k starts
within Bk.
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(c) Subsequences B′k are transformed into symbol sequences of the form xi,
where x ∈ sig(Sk) ∧ i ∈ N ∪ {0} using the function

f(B′k) = 〈x1, . . . , xn〉 where: xi =

{
v(B

′k
i )0 if i = 1,

v(B
′k
i )ts(B′k

i )−ts(B′k
i−1)

if i > 1.

(d) Symbol sequences created in the previous step are then inserted into
a modified trie structure. We modify the original trie structure in the
following way: instead of defining an additional terminator symbol we
add subsequence identifier to a trie node in which a given subsequence
terminates. In general, there can be several subsequences terminating in a
given node. Therefore, each node of the trie contains a list of subsequence
identifiers.

2. The trie is traversed and all nodes are numbered using the depth-first search
order. Additionally, each node is marked with the highest number of the
node contained in a sub-trie starting at a given node. Those two numbers
determine the range of node numbers contained in a given sub-trie. The
distance of a given node from the beginning of the subsequence is simply the
sum of indexes of symbols on the path to a given node.

3. The trie is used to extract ISO-Depth lists of elements of the form (s, (a, b)),
where s is a signature of a set and the range (a, b) is the range of node
numbers stored in the node pointed at by the edge representing the signature
s. Each ISO-Depth list orders elements according to the value of a, and for
all nodes stored in the list the distance of the node from the beginning of
the subsequence is the same.

4. After creating ISO-Depth lists the trie is used to generate position lists. Each
position list stores information corresponding to sequences that terminate in
a given node. A position list is generated for each node where a sequence
terminates.

5. ISO-Depth lists and position lists together form the Generalized ISO-Depth
index. The trie structure is not used anymore and can be safely discarded.

Algorithms for processing of sequence-oriented queries using the Generalized
ISO-Depth index use the following lemma.

Lemma 1. Ranges of node numbers stored on a ISO-Depth list for a given dis-
tance from the beginning of the sequence are disjoint. Given ISO-Depth lists for
distances dk < dl from the beginning of the sequence. Let the entries on the lists
be of the form (sk, (ak, bk)) and (sl, (al, bl)), respectively. If ak < al ≤ bl ≤ bk,
then the database contains a sequence, such that a subsequence exists that con-
tains sets with signatures sk, sl, respectively. Moreover, if the timestamp of the
first element of this subsequence is subtracted from other timestamps of the sub-
sequence elements, then the timestamps of those sets are dk, dl.

The algorithm for processing of subsequence queries is given below. Let us as-
sume that the query sequence is given as Q = 〈(v(Q1), 0), . . . , (v(Qn), ts(Qn))〉.
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1. For each timestamp ts(Qi) retrieve the ISO-Depth list for the distance equal
to the timestamp.

2. Search the lists recursively. For each ISO-Depth list entry (s1, (a1, b1)) check,
if the signature sig(Q1) is contained in s1. If true, search the ISO-Depth list
corresponding to the next element of the search sequence looking for an
entry (s2, (a2, b2)), such that a1 < a2 ≤ b1 and find signatures s2 containing
sig(Q2). For each such s2 search the list corresponding to the next element
of the query sequence retrieving only the entries contained in (a2, b2).

3. Continue this procedure until the last element of the query sequence is
reached. Signatures retrieved during each recursive call, along with the time-
stamps corresponding to the subsequent ISO-Depth lists, form the searched
subsequence.

4. If a signature sn is found such that sn contains sig(Qn), use position lists
to find all pointers to subsequences stored in the nodes with numbers in the
range (an, bn). Store those pointers for the sake of future verification. Return
to the recursive traversal of ISO-Depth lists.

5. Read the subsequences accessed via stored pointers to verify the actual subse-
quence containment (this is required due to ambiguity introduced by binary
signature generation procedure).

Algorithms for subsequence similarity matching are similar to the algorithm
presented above. We design two algorithms, one capable of using tolerance se-
quences when searching for a similar subsequence, and one used for strict sim-
ilarity subsequence searches. Both algorithms use the upper bound of approxi-
mation of similarity between compared sequences. This approximation is based
on the upper bound of the intersection and the lower bound of Hamming dis-
tance between sets that are elements of the compared sequences. Using this
approximation allows for significant pruning of sequences. The upper bound ap-
proximation is used during step (2) of the algorithm, instead of checking for
the containment of sig(Qi) in Bi. For queries allowing tolerance sequences, the
algorithm needs to retrieve in step (1) not only ISO-Depth lists for the distance
equal to the timestamp ts(Qi), but all ISO-Depth lists for distances from the
range (ts(Qi) − v(Ti), ts(Qi) + v(Ti)) and merge these lists into a single list.

5 Experimental Results

The efficiency of the index is experimentally evaluated and the results of the
conducted experiments are presented below. For each experiment 40 different
sequence databases were generated. Elements of sets contained in sequences were
generated using homogeneous and Zipf distributions. Table 1 summarizes the
parameters used in experiments.

After building indexes the sets of query sequences were generated. For each
database 7 different sets of 10 query sequences were prepared. Each set consisted
of subsequence queries and similarity queries (with and without tolerance) for
similarity thresholds of 70%, 80%, and 90%.
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Table 1. Synthetic data parameters

parameter Exp.1 Exp.2 Exp.3
size of the domain 150 000 150 000 150 000
minimal distance between sets 1 1 1
maximal distance between sets 100 100 100
minimal set size 1 1 5–100
maximal set size 30 30 15–110
minimal number of sets in sequence 2 5–100 2
maximal number of sets in sequence 20 15–110 2
number of sequences 10 000–100 000 10 000 10 000
signature length 8b,16b 8b,16b 8b,16b
page/node size 4096B 4096B 4096B
window width (ξ) 250 250 250
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Experiment 1 measures the efficiency of the index with respect to increasing
the size of the database. Figure 1 presents the performance of the Generalized
ISO-Depth index (using 8 bit and 16 bit signatures) for subsequence queries
(Subseq), exact similarity queries (Sim), and similarity queries with tolerance
(Tol). Figure 2 presents the results for the same queries without the index. It
can be easily seen that the index is 2 to 4 orders of magnitude faster than
the naive approach. Query processing time grows linearly with the number of
sequences stored in the database. Indexes using 8 bit signatures are faster for all
classes of queries. We attribute this to the fact that shorter signatures induce
smaller trie structure, less nodes in the trie, and shorter ISO-Depth lists. Of
course, shorter signatures produce more ambiguity and more false hits have to
be verified. Nevertheless, our experiments show that the benefit of using shorter
signatures surpasses the cost of additional false hit verification.

Experiment 2 studies the impact of the average number of sets in indexed
sequences on the performance of the Generalized ISO-Depth index. We vary
the average number of sets from 10 to 105. Figure 3 shows the performance of
our index for three classes of queries. The results for the same queries without
the index are depicted in Figure 4. Both figures exhibit the results similar to
the results obtained in Experiment 1. This similarity can be easily explained.



Indexing of Sequences of Sets 871

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average number of sets

Subseq 8
Subseq 16

Sim 8
Sim 16

Tol 8
Tol 16

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average number of sets

Subseq 8
Subseq 16

Sim 8
Sim 16

Tol 8
Tol 16

Fig. 3. Average number of sets

 0

 2

 4

 6

 8

 10

 12

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average number of sets

Subseq no index
Sim no index
Tol no index

 0

 2

 4

 6

 8

 10

 12

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average number of sets

Subseq no index
Sim no index
Tol no index

Fig. 4. Average number of sets (no index)

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average size of sets

Subseq 8
Subseq 16

Sim 8
Sim 16

Tol 8
Tol 16

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average size of sets

Subseq 8
Subseq 16

Sim 8
Sim 16

Tol 8
Tol 16

Fig. 5. Average size of sets

 0

 2

 4

 6

 8

 10

 12

 14

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average size of sets

Subseq no index
Sim no index
Tol no index

 0

 2

 4

 6

 8

 10

 12

 14

 10  20  30  40  50  60  70  80  90  100  110

tim
e 

[s
]

average size of sets

Subseq no index
Sim no index
Tol no index

Fig. 6. Average size of sets (no index)

The number of subsequences inserted into the trie depends both on the number
of sequences in the database, and the number of sets in indexed sequences.
Conclusions of the Experiment 1 apply equally to the results of Experiment 2.

Experiment 3 measures the impact of the average size of sets being elements of
the indexed sequences on the performance of the Generalized ISO-Depth index.
We vary the average size of sets from 10 to 105. Figure 5 presents the results of
three classes of queries when using the index, while Figure 6 shows the results of
the same queries when not using an index. The shapes of curves presented in both
figures can be easily explained. As the average size of a set grows, the probability
that all positions of the signature corresponding to a given set would be set to
‘1’ also increases. In other words, the increase of the average set size causes
the saturation of signatures. Therefore, the diversity of signatures diminishes,
and the set of all signatures stored in the trie becomes more compact. As the
result, the number of nodes in the trie decreases and ISO-Depth lists become
shorter. This in turn results in shorter processing times, although increases the
number of false hits that need to be pruned. As we have already mentioned, our
experiments suggest that this additional verification phase still pays off because
of the shortened access time. After reaching a certain threshold, the signatures
are fully saturated with bits set to ‘1’ and the processing time stabilizes.
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6 Conclusions

To the best of authors’ knowledge, Generalized ISO-Depth index presented in
this paper is the only index structure for sequences of sets proposed so far. Our
index supports different classes of sequence-oriented queries, such as subsequence
queries and similarity queries. The experiments show that the ratio of speed-up
for those queries is 2 to 4 orders of magnitude when compared to brute-force
approach. Possible applications of Generalized ISO-Depth index include, but
are not limited to, indexing of customer purchase data, indexing of multimedia
databases, or analytical processing systems.

Still, further research is required. Our future work agenda includes optimiza-
tion of the physical structure of the index and designing efficient algorithms
for index maintenance. Inserting and deleting of sequences from the index is not
supported yet. Creating of new algorithms for insertion and deletion of sequences
is our next goal. We also plan to run excessive experiments on real-world data
sets to prove the practical usability of the proposed index.
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Abstract. We investigate the problem of enumerating schedules, con-
sisting of course-section assignments, in increasing order of the number of
conflicts they contain. We define the problem formally, and then present
an algorithm that systematically enumerates solutions for it. The algo-
rithm uses backtracking to perform a depth-first search of the implicit
search space defined by the problem, pruning the search space when pos-
sible. We derive a mathematical formula for the algorithm’s average-case
time complexity using a probabilistic approach, and also give a brief
overview of its implementation in a WEB application.

1 Introduction

In this paper we deal with the course-section assignment problem that arises
in university settings. Although the investigated problem is specific to Eastern
Mediterranean University (North Cyprus), the results can easily be generalized
to other university contexts.

At Eastern Mediterranean University, classes are taught Mondays through
Fridays, between 8:30 a.m. and 4:30 p.m. A given course is opened in one or more
sections. Each section of a course meets for 3 or 4 hours each week. The job of
the student advisor during the registration period is to decide which courses the
student should take, and find a set of sections for those courses such that the
number of conflicts is minimized.

The problem we investigate is enumerating, in increasing order of the number
of conflicts, course-section assignment schedules, given an initial list of courses
that the student should take. The student advisor can then select the schedule
s/he sees fit.

Course scheduling problems, when formulated as decision problems, are
known to be NP-complete or even NP-hard [1], and finding the optimal so-
lution to the problem is computationally intractable as the input sizes become
large. The course-section assignment variation of the course scheduling problem
is a function problem, and is at least as hard as the decision version (“Is there
a course section assignment with k conflicts or less?”). However, in the real-life
case we handle here, the maximum input sizes to the problem have a reasonable
upper bound (i.e. a student can take only a limited number of courses which
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the advisor selects for him/her, and each course has a limited number of sec-
tions that are open at any one time) and an approach that systematically but
intelligently and incrementally searches the full space of possibilities becomes
feasible.

Assuming that the maximum number of courses a student takes is N and
the maximum number of sections a course can have is K, then at most KN

combinations of course sections must be considered. But even then, generating
all combinations of course groups at one time and then sorting them by the
number of conflicts they contain can be prohibitively expensive, both in terms
of time and space. Instead, the search space should be pruned when possible,
and the solutions must be incrementally generated, in increasing order of the
number of conflicts they contain. When enough solutions (defined as the best X
solutions, where X is specified by the user) have been generated, the algorithm
should stop.

The algorithm we describe does precisely that, and it is fast enough to be
executed in a WEB browser’s JavaScript engine.

The remainder of this paper is organized as follows. Section 2 formally de-
fines the “course-section assignment problem.” Section 3 contains an algorithm
that systematically generates course-section assignments in increasing order of
the number of conflicts. In section 4 we perform a mathematical analysis of the
worst-case and average-case time complexity of this algorithm using combina-
torial arguments. Section 5 gives a brief discussion of the issues concerning the
JavaScript implementation of the algorithm. This is followed in section 6 by a
representative survey of other approaches to course scheduling, and finally in
section 7 we have the conclusion and future research directions.

2 Formal Definition of the Course-Section Assignment
Problem

In this section we formally define what we mean by the “course-section assign-
ment problem.”

Definition 1. A meeting-time is a day-period pair, such as < Monday, 3 >,
meaning the third period (i.e. 10:30) on Monday.

Definition 2. The function rep(D,P) is defined as (val(D) ∗ 8) + P , where <
D, P > is a meeting-time and val is a function mapping each working day to its
position in the week, starting from 0, e.g. val(Monday) = 0, val(Tuesday) = 1
etc. Consequently, rep(D,P) is a unique integer representation of a meeting-time
< D, P >. No two distinct meeting-times have the same integer representation,
since there are exactly 8 periods every day.

Definition 3. A course-section assignment is a function that maps a course
to one of its sections.

Definition 4. The function meetingTimes(C,S) returns the set of meeting-
times of section S of course C. Formally, x ∈ meetingT imes(C, S) iff < D, P >
is a meeting-time of section S of course C and x = rep(D, P ).
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Definition 5. The function nconf(assign) takes a course-section assignment
as an argument and returns the number of conflicts it contains. Specifically, let
< C1, . . . , Cn > be a list of courses and assign be a course-section assignment.
nconf(assign) is defined as

|meetingT imes(C1, assign(C1))| + . . . + |meetingT imes(Cn, assign(Cn))| −
|meetingT imes(C1, assign(C1)) ∪ . . . ∪ meetingT imes(Cn, assign(Cn))|

Definition 6. Given a list of courses < C1, . . . , Cn >, the course-section
assignment problem is to generate a sequence < ass1, ass2, . . . > of course-
section assignments in such a way that every assignment appears exactly once in
the sequence, and if assi comes before assj in the sequence, then nconf(assi) ≤
nconf(assj).

3 The Scheduling Algorithm
3.1 Data Representation

We represent the times at which a course section is taught with a bitmap consist-
ing of 40 bits (5 days, 8 periods, one bit for each Day − P eriod combination).
A “1” in a position means that the course is taught at that time slot, and a
“0” that it is not. The first 8 bits in the bitmap are used for the 8 time slots
on Monday, the next 8 bits for Tuesday etc. To determine whether two course
sections conflict, we just

∧
(logical “and”) the corresponding bitmaps, and if the

result is other than 0, then they conflict. Using this representation, we can also
determine the number of conflicts by counting the number of 1’s in the result
(this can be done in constant time using a lookup table t where t[i] contains the
number of 1’s in the binary representation of i [2]). Using bitmaps with logical
“or” and “and” operations, determining whether n course sections conflict has
O(n) time complexity.

3.2 The Algorithm in Pseudo-code

The algorithm in figure 1 finds course-section assignments in increasing order
of the number of conflicts by traversing in a depth-first fashion an implicit tree
whose nodes consist of a bitmap representing the day-time slots taken up by the
courses considered so far. The root of this tree is always a bitmap of 40 bits that
contains all “0”s.

The main identifiers in the algorithm are as follows. current[i] contains the
bitmap of slots taken up by course1 through coursei. The sections of courses
that are selected as we travel down the implicit tree are stored in the result
array, i.e. result[i] contains the section selected for coursei. next[i] contains the
next section to try for coursei upon backtracking, or when going forward “down
the tree.” The function meeting times(i, j) returns a bitmap of 40 bits which
depicts the meeting-times during the week of section j of coursei. nc[i] contains
the number of conflicts in the schedule up to and including coursei. The function
count ones(bitmap) counts the number of “1”s in its argument.
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Input:

1. C, the maximum number of conflicts that can be tolerated.
2. List of courses course1, course2, . . . , courseL for which we need to find schedules

with at most C conflicts.
3. K, the number of sections per course.
4. The function meeting times(i, j) that gives the bitmap for course i, section j.
5. max solutions, the maximum number of solutions that should be generated

Output: All combinations of course sections such that the number of conflicts does not
exceed C and solutions are generated in increasing order of the number of conflicts
they contain, up to a maximum of max solutions solutions

declare current as an array[0..L] of bitmaps // each one 40 bits long
declare nc as an array[0..L] of integer // number of conflicts
declare next as an array[1..L + 1] of integer // choice points for backtracking
declare result as an array[1..L] of integer // selected sections
ns ← 0 // number of solutions generated
for c ← 0 to C

i ← 1 // the next course to process
next[1] ← 1 // process section 1 of course 1
current[0] ← (000000 . . .) // bitmap of forty zeroes
nc[0] ← 0 // initial node contains no conflicts
loop

if ns > max solutions then exit program end if
if i = 0 then exit loop end if // tree for current value of c traversed
if next[i] > K then // processed all sections

i ← i − 1; continue loop // backtrack to previous course
end if
if i = L + 1 then // processed all courses

if c = nc[i − 1] then // check for exact number of conflicts
print the result array
ns ← ns + 1 // update number of solutions found

end if
i ← i − 1; continue loop // backtrack

end if
new conflicts ← count ones(meeting times(i, next[i])

∧
current[i − 1])

if (new conflicts + nc[i − 1]) ≤ c then // move forward
nc[i] ← nc[i − 1] + new conflicts
current[i] ← current[i − 1]

∨
meeting times(i,next[i])

result[i] ← next[i] // store section
next[i] ← next[i] + 1 // prepare for backtracking
next[i + 1] ← 1 // start at section 1
i ← i + 1 // for the next course
continue loop

end if
next[i] ← next[i] + 1 // else try next section

end loop
end for

Fig. 1. Backtracking algorithm for generating course-section assignment schedules in
increasing order of the number of conflicts
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The algorithm assumes that each section meets the same number of times
(i.e. K) during the week. This simplification does not affect the core of the
algorithm and makes the ensuing mathematical analysis tractable.

4 Time-Complexity of the Algorithm

In the following discussion, let us assume that a student takes N courses, each
course has K sections (for uniformity), and each section meets R times per week.
Let us also ignore the maximum number of results requested by the user, as this
can only improve the performance of the algorithm.

The number nodes that are “generated” in the implicit tree is an accurate
measure of the time complexity of the algorithm.

4.1 Worst-Case Time-Complexity Analysis

If the root has level 0, then the level of the leaf nodes in the full implicit tree is
N , the branching factor of each inner node is K and the full tree has

N∑
i=0

Ki . (1)

nodes. In the worst case, all these nodes are visited. Furthermore, if C is the
maximum number of conflicts that are tolerated, then the algorithm makes C+1
passes over the tree (although each distinct solution is printed exactly once), and
the number of generated (and re-generated) nodes becomes

C∑
j=0

N∑
i=0

Ki . (2)

The above formula is an upper bound on the number of nodes that are visited.
However, if a node contains more conflicts than can be tolerated, it is not visited.
In a sense, the tree is pruned. We explore that case below.

4.2 Average-Case Time-Complexity Analysis

For a specific number of conflicts that we can tolerate, we can compute the
probability that a node in the implicit tree will be visited by the algorithm. Let
P (Y @Lb) denote the probability that a node at level b with exactly Y number
of conflicts will be visited. Let c′ be the maximum number of conflicts we can
tolerate in a specific iteration of the algorithm. Then, the expected number of
visited nodes for c′ or less number of conflicts in an iteration of the algorithm
is given by:

c′∑
j=0

N∑
i=0

KiP (j@Li) . (3)
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However, the algorithm, in order to list solutions in increasing number of conflicts
(i.e. those solutions with no conflicts, followed by those with exactly one conflict,
followed by those solutions with exactly two conflicts etc.), makes multiple passes
of the virtual tree. For example, the leaf node that represents a solution with
0 conflicts will be generated (visited) three times if we can tolerate 2 conflicts.
The average time complexity of the algorithm in that case is:

C∑
c′=0

c′∑
j=0

N∑
i=0

KiP (j@Li) . (4)

Computing P (j@Li). The root of the implicit tree is always visited, so are
the nodes at level 1, since there cannot be any conflicts with no courses selected,
or with one course selected only. Thus,

P (0@L0) = 1 .
P (0@L1) = 1 .
P (j@L0) = 0 for j ≥ 1 .
P (j@L1) = 0 for j ≥ 1 .

(5)

For nodes at level 2 we have

P (j@L2) =

(40
j

)(40−j
R−j

)(40−R
R−j

)
(40

R

)2 . (6)

This formula can be justified as follows.
(40

R

)2
is the total space of possibilities

for the slots that can be taken by any two distinct courses (each course takes
R slots). j slots are common to both courses, and these j slots can be taken in(40

j

)
ways. That leaves the first course

(40−j
R−j

)
ways to choose its remaining R− j

slots, and the second course
(40−R

R−j

)
ways to choose its R − j slots.

For values of i greater than 2, we need a recursive definition of P (j@Li). Let
the notation Li−1

k=⇒ Li mean that k new conflicts are introduced by the move
from a node at level i− 1 to a node at level i, and P (Li−1

k=⇒ Li, e) denote the
probability that k new conflicts are introduced on the move from a node at level
i − 1 to a node at level i, if at node i − 1 we already have e conflicts. Then, for
i > 2,

P (j@Li) = Σj
e=0P (e@Li−1)P (Li−1

j−e
=⇒ Li, e) . (7)

where

P (Li−1
k=⇒ Li, e) =

((i−1)R−e
k

)(40−((i−1)R−e)
R−k

)(40
R

) . (8)

The justification for Formula (8) is as follows. At level i − 1 we have made
assignments to i−1 courses, and since they have e conflicts, they use (i − 1)R − e
slots. If we introduce k new conflicts, then surely these conflicts should be caused
by the slots already taken up, hence the term

((i−1)R−e
k

)
. The remaining R − k

slots should come from slots not already taken up, which is 40 − ((i − 1)R − e),
hence the term

(40−((i−1)R−e)
R−k

)
.
(40

R

)
is just all possible ways of selecting R slots

out of 40 slots.
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5 The Implemented Solution

The implemented solution is a WEB application with a three tier architecture.
The user of the application (the student advisor) fills out an HTML form con-
cerning the courses to be taken. He has the option of specifying which sections
of a course to choose from, or alternatively which sections of a course to ex-
clude (for example, a student might insist on taking a section which is taught by
his/her favorite instructor, or s/he might insist on not taking a section taught
by a disliked instructor). An example form is shown in figure 2. The form is

Fig. 2. The form for choosing courses

sent to an Active Server Pages (ASP) application on the server, which, after
querying a courses database, generates and sends back an HTML page with
the necessary course information and the scheduling algorithm as a JavaScript
program. The course information is hard-wired into the algorithm, so that each
time a user makes a request with different courses, a different JavaScript code
is sent to him/her. The JavaScript code then runs on the client, generating
schedules (up to a “reasonable” maximum number hard-coded in the program),
in order from the least number of conflicts (ideally 0) to the most number of
conflicts.

Figure 3 shows part of the result returned by the scheduler. The scheduler
WEB application is available at [3].
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Fig. 3. Part of the result returned by the scheduler

6 Related Work

There have been a few major venues of attack against course scheduling (some-
times called “timetabling”) problems. These include constraint logic program-
ming, genetic algorithms, simulated annealing, tabu search or some combination
of these.

In [4] the authors use the Eclipse constraint logic programming system to con-
struct optimum timetables for university courses. The application of combined
deductive and object-oriented technologies to a “complex scheduling problem”
which emphasizes local propagation of constraints performed with deductive
rules is presented in [5].

Use of genetic algorithms for the solution of the timetabling problem is in-
vestigated in [6].

In [7] the authors investigate a variety of approaches based on simulated
annealing for the course scheduling problem, including mean-field annealing,
simulated annealing with three different cooling schedules, and the use of a rule-
based preprocessor to provide a good initial solution for annealing.

An expert system solution to the timetabling problem is given in [8]. The
expert system is written using a CLP(FD) system that extends the CHIP con-
straint logic system with heuristics.

In [9] the authors formulate course scheduling as a constraint satisfaction
problem and apply various optimization techniques to solve it. A similar ap-
proach is taken in [10] where the potential of constraint satisfaction techniques
to handle deterministic scheduling problems is investigated.
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In [11], the authors present graph colouring and room allocation algorithms
and show how the two can be combined together to provide the basis of a “widely
applicable” timetabling system.

Tabu search algorithms for solving scheduling problems in school environ-
ments are investigated in [1] and [12].

Our literature search has not revealed any direct investigation of the course-
section assignment problem, the way we have presented it here. Our approach
used in the mathematical analysis of the average-case time complexity of the
backtracking tree-search algorithm also appears to be novel.

7 Conclusion and Future Research Directions

We formally defined the course-section assignment problem, presented an algo-
rithm that solves instances of it by performing a depth-first search of the implicit
search space defined by the problem, and analyzed the time complexity of the
algorithm using a probabilistic approach.

The search algorithm for a solution to the course-section assignment problem
can be generalized to solve other kinds of scheduling problems. The mathematical
approach we used here can be applied to analyze those algorithms also. Future
work might include the extension of the presented framework to handle such
more general scheduling problems.
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Abstract. This paper delineates the results gained throughout the de-
velopment of a cryptographic multiprecision1 integer library, CRYMPIX.
To obtain the know-how for cryptographic computation and thus be-
ing able to create the high level cryptographic protocols in an in-house-
fashion are the main reasons of this development. CRYMPIX is mainly
designed to supply code readability and portability plus an increased
performance over other similar libraries. The whole work is achieved by
detailed investigation of current algorithms and multi-precision libraries.
The selected algorithms are discussed by means of efficiency and various
implementation techniques. The comparative performance measurements
of CRYMPIX against other multiprecision libraries show that the overall
performance of CRYMPIX is not behind its predecessors if not superior.

1 Introduction

The efficiency of a cryptographic implementation considerably depends on its
low-level multiprecision library. A cryptographic library is said to be competi-
tive among its alternatives if it is engineered with not only the advanced level
of coding but also with the careful selection of algorithms concerning their theo-
retical complexities and their inclination to the underlying hardware. However,
finding the best tuning is always a tedious job because one has to switch between
various algorithms with respect to some threshold values. On the other hand,
once the library is developed, it is relatively easier to perform further scientific
studies and go deeper inside the computational aspects of the cryptographic
world. With this motivation, we strongly advise to code at least some functions
if not all of a cryptographic library for every researcher who is in the field of
cryptology.

Either designed for cryptographic use or not, most of the current multi-
precision libraries implement arithmetic, logic and number theoretic routines.
CRYMPIX also offers those capabilities. What makes CRYMPIX different from
its alternatives is its design criteria as well as its performance. Our measure-
ments showed that the overall performance is not behind the other libraries. In

1 Arbitrary-precision, multiprecision and bignum are synonyms. In the subsequent
parts of this text, the term multiprecision is preferred to address the multiple-
precision.
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this paper, we explain the principles of which CRYMPIX is developed by plus
will compare its performance with the others.

It is known that the asymmetrical cryptosystems require multiprecision arith-
metic when they are run on fixed precision processors. For instance, if an RSA
implementation uses 4096-bit key size then at least 128 computer words is needed
to store and process this key on 32 bit architecture. To address this necessity,
many libraries are developed up to now. The most popular ones among these
libraries are GNU GMP, Shamus Software MIRACL, LibTomMath, PARI/GP,
BigNum, Java BigInteger, Bouncy Castle, Magma, Maple, Mathematica, and
MuPAD. All of these are implemented for related but different purposes. There-
fore, it is quite likely that one needs several of them to satisfy the one’s specific
scientific research needs.

Excluding the scientific interpreters, the efficiency of a cryptographic library
is directly proportional to the overall performance of some well known number
theoretical routines such as modular powering, greatest common divisor and
multiplication. Therefore, almost all of these libraries contain specialized parts
for several different architectures. So, it is clear that the implementation has a
tendency of multiplying very rapidly in terms of coding efforts which in turn
requires handling of multiple libraries in one project thus the growing pains of
code management.

In this study, we discuss how to minimize the development effort without
causing any performance degradation. Finally, we compare the outcome of our
design decisions with that of some other libraries.

2 Basic Design Criteria

Common design criteria of most multiprecision libraries are representation of
numbers, programming language selection, memory management, portability,
and functionality [1]. A well designed library is expected to satisfy optimum de-
cisions and utilize the underlying hardware at its peak. In the following sections,
we describe the design parameters of CRYMPIX and compare and contrast it
with that of the corresponding parameters of other libraries.

2.1 Representation of Numbers

Almost all multiprecision libraries use positive integer vectors that are analogous
to the radix representation that is given in below equation 1.

x = (xn−1, xn−2, xn−3, ..., x0)β =
n−1∑
i=0

xi · βi. (1)

CRYMPIX also uses this representation. The number is partitioned into com-
partments and is laid along a memory space with the first variable being set to
the least significant digit of the number. Radix representation is further explained
in [7].
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2.2 Programming Language

The preferred languages in multiprecision library development are Assembly, C,
C++, FORTRAN, and Java. Excluding Assembly, the performance of any given
cryptographic library depends on the coding talents of developer as well as the
chosen design criteria. It is clear that performance of Assembly will always be
one step ahead hence the exclusion.

ANSI C is selected as the development language of CRYMPIX. Pointer arith-
metic and structural features and portability of ANSI C code play the most
important role in our decision. Easy integration with Message Passing Interface
(MPI) is also a distinguishing factor. In most of the other cryptographic libraries
some inner-most loops are delivered to user with Assembly on the compile time
as an answer to the demand of high speed computation. We are going to limit
our discussion only with C and the C based versions of other libraries in this
paper since CRYMPIX aims to be an educational library in which the most
suitable algorithms are being implemented for cryptographic use. Nevertheless,
we have included a performance table that may give the reader an idea of how
Assembly affects the performance in Table 1.

On Table 1, MIRACL 4.8, GMP 4.1.4, Java BigInteger and CRYMPIX are
benchmarked via their integer multiplication function. We prepared test suits of

Table 1. Integer Multiplication benchmark results. (microseconds).

CRYMPIX MIRACL GMP Java
Size

C, v1 C, v2 C C+Asm C C+Asm BigInteger

1K 21 11 17 6 23 4 32
2K 69 41 68 26 74 15 132
4K 219 133 277 104 235 47 512
8K 673 410 1097 411 731 154 2630

Fig. 1. Speedup values obtained by the results in Table 1
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1K, 2K, 4K, and 8K each having 1000 randomly selected inputs. We decoupled
the I/O time to get more accurate results. Excluding Java BigInteger, all tests
are done with GNU GCC compiler at optimization levels O0, O1, and O2. The
whole test is repeated on Intel Centrino M 1400 Mhz, Intel P4 1700 Mhz, and
IBM RISC RS/6000 133 Mhz processors with no options on memory. As an oper-
ating system we used YellowDog 2.3 Linux on IBM RISC RS/6000 machine and
Redhat Linux 9.0 and Microsoft Windows XP/SP2 on Intel machines. To port
GNU GCC compiler to Windows we used CYGWIN platform. Java BigInteger
benchmark is done on Java Virtual Machine (JVM) of Sun Microsystems, Inc.,
Java2 Standard Development Kit (J2SDK) v1.4.2 and applied on Intel boxes
and on both Redhat Linux and Microsoft Windows XP. The whole measure-
ments have provided us with so much data and since the speedup values are
nearly constant we give results of only Intel Centrino M 1400 MHz processor
with Redhat Linux operating system. The above defined test environment is
used throughout this study.

ISO C’99 standard has introduced a new data type, namely long long, which
enabled full length single-precision multiplication with C language. CRYMPIX
v2 and MIRACL takes the advantage of the new double-precision data type.
CRYMPIX v1 and GMP don’t use this facility. What separates CRYMPIX v1
and CRYMPIX v2 is a simple compile time macro. We merely include this feature
to do fair comparisons with the other libraries. Fig. 1 indicates that CRYMPIX
is competitive on all test beds. MIRACL has an embedded Karatsuba/Comb
routine but it is used for more costly operations such as modular exponentia-
tion, thus it is relatively slower in this experiment. The overall performance of
Java BigInteger varies with respect to the JVM but this library is slower in all
circumstances and it is developed with the basecase algorithms in most cases.
On the other hand, it is far easier to develop applications on such an object
oriented environment. We used this library only to generate the test beds data.
In Fig. 1 we have provided the performance comparison of libraries for C only
built at optimization level 2 (excluding Java BigInteger).

2.3 Memory Management

Since all asymmetrical cryptosystems uses modular arithmetic, we are able to
know how much the numbers grow. In this case, it is possible to prevent memory
fragmentation if we fix the size of each number. Furthermore, memory alloca-
tion cost can be further decreased if a specialized kernel layer is utilized for
the implementation. The kernel is responsible for fast memory allocation and
subsequent release service. The whole memory needed by the application is allo-
cated when the system initialized. This type of approach is crucial in embedded
and/or real-time systems. To prevent the system run out of memory, exceeding
allocations can be made by malloc() function. In other words, system starts
dynamic memory allocations if and when necessary.

MIRACL’s design is partially similar to above discussion. The space need for
each number is fixed and is declared to the system as a runtime parameter. The
memory allocation is done via malloc() function. Each number that is passed
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to a function is assumed to be initialized. To overcome the slowness of malloc()
function, MIRACL uses an inner workspace. This approach prevents exhaustive
memory allocation and release problem.

Memory allocation in GMP is done with malloc() function. The system au-
tomatically increase memory space for each number when needed. This approach
is open to memory fragmentation which slows down GMP. However, GMP reme-
dies this omission by using the stack memory. If the overall performance does not
satisfy the requirements, the user is allowed to do custom memory allocation.

Java BigInteger is designed to meet object oriented programming criteria.
There is no limitation or space preallocation for the numbers. JVM and its
garbage collector determine the overall performance. When compared to C li-
braries, BigInteger is slower; on the other hand, code development is far easier.

CRYMPIX is designed to manage its own memory. Stack memory is not
used for manipulating multiprecision numbers. The whole memory, needed by
the application, is reserved by an initialization function. A tiny kernel supplies a
fast memory allocation and release service on the preallocated space. The kernel
uses a circular array data structure to speed up the allocation and release oper-
ations. Size of each number is fixed to prevent memory fragmentation. There is
no built-in garbage collector mechanism in C so that programmer is responsible
for the life cycle of each number. The code below introduces CRYMPIX with an
integer addition example.

CRYMPIX Code Example for Integer Addition.

CZ a, b, c;
crympix_init(100, 20); // Max words, max instances.
...
a = cz_init();
b = cz_init();
c = cz_init();
...
cz_add(c, a, b); // c = a + b.
...
cz_kill(a);
cz_kill(b);
cz_kill(c);
...
crympix_finalize();

2.4 Code Readability and Portability

Code readability has been one of the major concerns in CRYMPIX library right
from the start. Therefore, function bodies are written as plain as possible and the
code organization, a standardized naming and indentation are applied through-
out the development. We have observed that there are three major code porta-
bility styles in the libraries mentioned above. In the first style; which is a naive
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approach, the architecture-depended code is blended together with the origi-
nal one. They are separated with compile time pragmas. This approach is open
to spaghetti-like coding. The second approach is to place architecture-depended
code in separate files. This approach is used in GMP library. Since GMP is de-
veloped by collection of volunteer people, no code support problem arises. A
third approach is to decouple architecture-depended codes via C macros. This
approach is used partially in GMP. CRYMPIX’s design is solely based on this
above mentioned third approach. At the lowest level, we handle single-precision
arithmetic operations with C macros. A vector layer; which is on top of that, ma-
nipulates the operations between a positive integer array and a single-precision
operand. The below code provides an idea about the vector layer.

Vector Layer Code example.

#define ccm_inc_n_mul_1(_carry, _zn, _an, _al, _b, _pad)if(1){ \
DPUP _t; \
POS _i; \
_t.spu[HIGH] = _pad; \
for(_i = 0; _i < _al; _i++){ \

cvm_mul_2_add_2(_t, _an[_i], _b, _zn[_i], _t.spu[HIGH]); \
_zn[_i] = _t.spu[LOW]; \

} \
_carry = _t.spu[HIGH]; \

}

At the low-level function layer which comes after vector layer, the arithmetic
functions are implemented and the relevant code example is given below.

Low-level Function Layer Code example.

void cz_mul_basecase(POS *z, POS *a, POS al, POS *b, POS bl){
POS i;

ccm_mul_1(z[bl], z, b, bl, a[0], 0);
for(i = 1; i < al; i++){

ccm_inc_n_mul_1(z[i + bl], (z + i), b, bl, a[i], 0);
}

}

The layered approach simplifies the function bodies, prevents code repetitions;
hence less tedious development phase.

2.5 Selection of Algorithms

Almost all libraries use the similar algorithms in high speed multiprecision arith-
metic. Therefore, we limit our decisions with algorithm selection criteria.
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Table 2. Algorithms in use for multiprecision multiplication

Algorithm Complexity Interval
Basecase O(n2) 0 − 1K

Karatsuba O(n1.585) 1 − 6K
Toom-Cook 3−Way O(n1.465) 6 − 24K

FFT Based O(n∼1.4) 24K−larger

Addition, Subtraction and Shift. Addition and subtraction are done as they
are explained by Knuth in [5] and Menezes in [7]. The operation starts from the
least significant word and carry/borrow bits are transferred to the following
steps of the algorithm. For shifting multiprecision numbers the basic bitwise
operators of C language are convenient to use. Generally, operations such as
addition, subtraction, clone, shift, and compare are relatively cheaper therefore
all of the cryptographic libraries employ the similar suites.

Multiplication. The efficiency of most cryptographic libraries depend on the
cost of multiprecision multiplication operation. Table 2 summarizes the popular
multiplication methods, their complexities, and of their usage intervals.

In the cryptographic applications Basecase [5,7] and Karatsuba [5,6] multipli-
cation algorithms are frequently used. Although the above seen FFT algorithm
is asymptotically faster, it is more costly as far as the cryptographic applications
concerned.

Division. CRYMPIX uses basecase division algorithm explained in Knuth [5]. If
numbers get slightly larger than 1500 bits, then Divide-and-conquer algorithm [2]
which is a recursive variant of the basecase division, gets to be utilized often and
GMP includes it too.

Greatest Common Divisor (GCD), Extended Greatest Common Divi-
sor. The basic algorithm for GCD computation is Euclid’s algorithm with O(n2)
complexity. The algorithm is modified by Lehmer to fit the fixed-precision proces-
sors. Another method of GCD computation is the Binary GCD algorithm. This
algorithm is faster when the numbers are few words long. For larger numbers
Binary GCD algorithm is modified by many researchers. Jebelean and Weber
proposed Accelerated/Generalized GCD algorithm which is faster than Lehmer
GCD algorithm [4,8] by a factor of 1,45. CRYMPIX includes a slightly modified
version of Lehmer GCD algorithm. It is used both for GCD and Extended GCD
computations. We have provided a comparison between Lehmer GCD algorithm
and its modified variant proposed by Jebelean [3] in Table 3. We have used
approximative condition of GCD and double-precision techniques. The speedup
values are given in Fig. 2.

We also provided the performance comparison of CRYMPIX Lehmer GCD
and GMP Generalized GCD in Table 4. The expected value is a constant speedup
around 0, 75 which is actually a slow down factor. This is depicted in Fig. 3. The
lower performance of CRYMPIX below the expected value in smaller operands
is due to the absence of binary GCD implementation.
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Table 3. Standard Lehmer GCD vs. Modified Lehmer GCD (microseconds)

Length 1K 2K 4K 8K
Standard Lehmer 201 557 1746 6228
Modified Lehmer 158 351 921 3131

Table 4. CRYMPIX Lehmer GCD vs. GMP Generalized GCD. (microseconds)

Length 1K 2K 4K 8K 16K
CRYMPIX v1 GCD 186 474 1372 4449 15767
CRYMPIX v2 GCD 157 368 957 2802 9161
GNU-GMP GCD 88 266 874 3101 11592

Fig. 2. Speedup values for Modified Lehmer GCD over Standard Lehmer GCD, derived
from Table 3

Fig. 3. Speedup values for CRYMPIX Lehmer GCD over GMP Generalized GCD,
derived from Table 4
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Table 5. Modular exponentiation for GMP, CRYMPIX, and MIRACL (milliseconds)

Length 1K 2K 4K 8K
GMP Mod. Exp. 54 389 2841 16734

MIRACL-KCM Mod. Exp. 31 204 1298 8132
CRYMPIX v1 Mod. Exp. 49 363 2650 19526
CRYMPIX v2 Mod. Exp. 27 195 1423 10411

Fig. 4. Speedup values for CRYMPIX and MIRACL over GMP in modular exponen-
tiation

Modular Exponentiation. Modular exponentiation is the most expensive op-
eration among the other multi-precision operations. A competitive implemen-
tation takes the advantage of almost all techniques to speedup the operation.
CRYMPIX uses successive squaring algorithm with left-to-right exponent scan-
ning and variable-length-window-sliding technique with variable window size and
Montgomery’s multiplication with Karatsuba algorithm. MIRACL-KCM is the
generated code for embedded systems. The speed underlying MIRACL-KCM ref-
erences from the recursive implementation of Montgomery REDC function with
half multiplication technique. In the 8K test bed, GMP triggers ToomCook-3-
way multiplication hence all speedup values tend to decrease in 8K test bed.
CRYMPIX will be updated to benefit such techniques in the future. We con-
structed Table 5 with time measurements of modular powering for 1K, 2K, 4K
and 8K numbers with GMP, CRYMPIX, and MIRACL. Fig. 4 provides corre-
sponding speedup values.

3 Results and Contribution

In this study, we have introduced a new cryptographic multiprecision library,
CRYMPIX. We also provided a fair performance comparison between some li-
braries by providing technical comments. CRYMPIX which is developed in ANSI
C, is able to take the advantage of long long data type of ISO C’99 whenever
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possible. CRYMPIX includes low level routines for multiprecision arithmetic in
prime fields. The overall performance of CRYMPIX is equal to its predecessors
and in some instances even superior. The first release is expected to include all
functions significant for cryptography. Support for specific processors is not in
the short term schedule. After the first stable release, the project is going to
be extended over binary field arithmetic. Our next study will be on the layered
adaptation of this library to distributed environments.
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Abstract. This paper presents an optimal control scheme for a real-
time feedback control rate-monotonic scheduling (FC-RMS) system. We
consider two-version tasks composed of a mandatory and an optional
part to be scheduled according to the FC-RMS. In FC-RMS, the con-
troller provides a feedback strategy for deciding about the execution
or rejection of the optional sub-tasks. By modeling the task execution
times as random variables, we first find the statistical model of FC-RMS
and then we design a pure optimal controller and an optimal controller
with feedforward integral compensation. The comparison of these two
schemes with common Proportional-Integral-Derivative (PID) controller
highlights the benefit of the optimal scheme with integral compensa-
tion. The results are demonstrated through the real implementation of
FC-RMS on RT-Linux.

1 Introduction

Real-Time (RT) dynamic scheduling algorithms traditionally fall into two cat-
egories: static and dynamic priority-driven. One major paradigm for the static
priority-driven scheduling is Rate-Monotonic (RM). The main drawback of RM
is that it considers WCETs, which results in systems having spare capacity under
normal operation [1]. Dynamic priority driven scheduling can be further divided
into two categories: algorithms that work in resource sufficient environments and
algorithms that work in resource insufficient environments. In the first category,
resources are sufficient in the sense that all the tasks are schedulable at any
given time despite their unknown arrival times. Earliest-Deadline-First (EDF)
has been proved to be an optimal dynamic scheduling algorithm in resource suf-
ficient environments [1]. On the other hand, it may be impossible to guarantee
that the resources are sufficient in unpredictable environments.

According to [2] and [3], the next generation of real-time systems will be
more complex and capable of adaptivity as well as of meeting time constraints
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for mission and safety critical functions. A challenge of the current research is,
therefore, to use more adaptive techniques such as feedback control scheduling
in order to handle the transient overload, to use the spare capacity existing with
traditional algorithms and to enhance the fault tolerance of real-time systems
[2] [3] [4].

Although feedback control scheduling has been considered so far in different
works, many questions are still open. The most important one is how to design
a controller in order to guarantee the stability of the overall system. Most of
the contributions in the literature focused on the use of PID controllers. In this
work, we consider a FC-RMS system with optimal and feedforward compensated
optimal controllers. We first construct a novel optimal controller that relies on
the estimated task statistics. We show that the optimal controller is not able to
track a given setpoint, while it provides better performance, during the transient,
than PID. Then, in order to eliminate the steady-state error, we enhance the
optimal control action with a feedforward integral action.

2 Feedback Control Rate-Monotonic Scheduling
Architecture

In this section, we present the architecture we consider that integrates feedback
control and rate-monotonic scheduling. The model is developed for a generic
control action.

2.1 Feedback Control Rate-Monotonic Scheduling

FC-RM scheduling features a feedback control loop that is invoked at every
sampling interval. It is composed of a Monitor, a Controller and a Task Level

Fig. 1. Feedback Control Rate-Monotonic Scheduling. The left panel shows the
schematic diagram and the right panel shows the mathematical model.
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Controller (see figure 1). We choose as a controlled variable the CPU utilization
(which is defined as the percentage of CPU busy time in a sampling period) since
in hard real-time systems the miss ratio should be always kept zero [3]. In each
sampling instance, the CPU utilization is monitored and the error is obtained
by comparing it with the setpoint. The controller takes the error, produces a
control value to minimize the error, i.e., to keep the utilization at a given set-
point. The task level controller takes the output of the controller and adjusts the
manipulated variable (the percentage or number of the optional sub-tasks to be
executed) accordingly. In order to keep the overhead at an acceptable level, the
controller output is updated at a frequency 1/T , where T denotes the sampling
period (that is equal to 100 ms in our experiments, see table 1).

We use the Rate-monotonic (RM) algorithm to schedule the mandatory sub-
tasks since, under suitable assumptions (see [1]), it can guarantee that tasks
will meet their deadlines. On the other hand, making decision on which optional
tasks or how many optional tasks will be executed is a much more complex
problem. Feedback control scheduling is a method for solving it.

We consider a set of tasks Tasks = {τ1, τ2, ..., τq} where each task is charac-
terized by some parameters such as deadline di (this is considered as period Ti

if the task is periodic), processing time Ci and priority pi. Each task consists of
two sub-tasks, the mandatory part Mi and the optional part Oi. The processing
times of Mi and Oi are Ci,m and Ci,o, respectively. Thus, Ci,m + Ci,o = Ci , i ∈
{1, . . . , q}.

The evaluation of the CPU utilization in a time interval of length T can be
represented by the scheme in figure 1 that we illustrate next. Let t ∈ N denote the
discrete time index, i.e. the actual time t̃ can be computed as t̃ = T t. The total
number N of the tasks at time t, is then given by N =

∑q
i=1'T/Ti(. Note that

Ni = 'T/Ti( is the number of instances of task τi in the period [tT , (t+1)T ] and
'·( is the ceil function returning the lowest integer upper bound to the argument.
The total execution time of all optional parts within a sampling period depends
on the scheduling policy. If optional sub-tasks are scheduled according to Sieve
method, each one of them is entirely executed or rejected [5]. Assume that the
control action u(t) is such that the optional sub-tasks of tasks τ1, τ2, ..., τk will
be executed in the period [tT , (t + 1)T ]. Then, the total execution times of all
mandatory instances and of all optional parts within a sampling period, under
the assumption that τ1,o, τ2,o, ..., τq,o are ordered according to their priorities
p1 > p2 > ... > pq, are given by

Cm(t) =
q∑

i=1

Ci,m(t) · 'T/Ti(, Co(t) =
k∑

i=1

Ci,o(t) · 'T/Ti(. (1)

Clearly, in (1), k = k(t) is a time-varying quantity. The signal z(t), the CPU
utilization y(t) and the error signal e(t) represented in figure 1 are given by

z(t) =
Cm(t) + Co(t)

T
, y(t) = min{1, z(t)} , e(t) = yref − y(t). (2)
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The error signal is the difference between the requested utilization yref and the
measured one, i.e. the controller takes the error, processes it and produces the
value of u(t) in the range of [0, 1]. Various control algorithms will be discussed
in the next section. The output of the controller is then quantized by the block
∼
q(.) seen in figure 1. The quantizer function determines the number of optional
sub-tasks to be executed by mapping [0, 1] to [0, q].

2.2 Statistical Characterization of the Signals

In order to account for the unpredictability of task durations, we model them as
independent random variables with finite average and variance over which the
scheduler has no control.

If there is a sufficient number of mandatory sub-tasks and a sufficient number
of optional sub-tasks to be executed within a sampling period, the Central Limit
Theorem (CLT) can be used [6] in order to approximate the distributions of Cm

and Co. In our setting, the total number of mandatory sub-tasks Nm is equal to N
and the total number of optional sub-tasks to be executed is No =

∑k
i=1 Ni. We

point out that, despite the fact that CLT is an asymptotic theorem, it provides
good approximations even if Nm and No are low (see [6]). In our experiments, we
have Nm = 303 and No = 181 as can be calculated from table 1. An important
fact is that CLT holds even if the task durations are not uniformly distributed.
Therefore, all our results hold for general distributions (with finite average and
variance) associated to Ci,m and Ci,o.

For a generic signal ξ, we denote with fξ(ξ|κ) its Probability Density Function
(PDF) for the choice of executing κ optional sub-tasks at time t. Let g(μ, σ2)
be the Gaussian distribution with mean μ and variance σ2. Then, for a fixed k,
CLT states that Cm and Co can be represented by

Cm ∼ fCm(Cm|k) = g(μm, σ2
m), μm =

q∑
i=1

Ni∑
j=1

μCj,m , σ2
m =

q∑
i=1

Ni∑
j=1

σ2
Cj,m

(3)

Co ∼ fCo(Co|k) = g(μo, σ
2
o), μo =

k∑
i=1

Ni∑
j=1

μCj,o , σ2
o =

k∑
i=1

Ni∑
j=1

σ2
Cj,o

. (4)

According to the scheme reported in figure 1, Ctot is the sum of Cm and Co.
Thus, in view of the statistical independence of Cm and Co, we have

Ctot ∼ fCtot(Ctot|k) = g(μtot, σ
2
tot) = g(μm + μo, σ

2
m + σ2

o). (5)

The distribution function of z, defined in 2, is given by

z ∼ fz(z|k) = g(μz, σ
2
z) = g

(
μm + μo

T
,
σ2

m + σ2
o

T 2

)
. (6)

For the distribution of y, we have

y ∼ fy(y|k) =

⎧⎪⎪⎨
⎪⎪⎩

fz(y|k) y < 1

(1 −
1∫

−∞
fz(z|k)dz)δ(y − 1) y = 1

0 y > 1

(7)
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Note that the block min(1, z) in figure 1 produces a Dirac delta function into
the distributions of y and e (see [6]). In fact, (7) represents a truncated Gaussian

distribution and the coefficient β = 1−
1∫

−∞
fz(z|k)dz multiplying the δ function

is significantly different from zero only if the average CPU utilization y is close
to one (in fact, β represents the probability of CPU overload for a given k).
On the other hand, when the setpoint is chosen sufficiently away from 1 and a
stabilizing controller is used, the delta function disappears (see [7] for further
details). This corresponds to remove the block min(1, z) in figure 1. We highlight
that this approximation is realistic since the set point should be chosen pretty
far away from 1 in order to prevent undesirable saturation effects [3]. Hence, the
PDFs of y and e can be approximated as

y ∼ g

(
μm + μo

T
,
σ2

m + σ2
o

T 2

)
, e ∼ g

(
yref − μm + μo

T
,
σ2

m + σ2
o

T 2

)
. (8)

The PDF of u(t), fu(u|k) depends on the specific control scheme. Stankovic and
Lu considered the use of PID control since it is a well-established technique in
automatic control and in some cases is able to stabilize the scheduling system.
For stability, it is of paramount importance to properly choose the controller
parameters. Stankovic and Lu presented a method for tuning the PID parameters
that relies on a deterministic scheduler model. Another approach to tune the PID
parameters is given in [7], which presents the design of stabilizing PID controller
based on the statistical framework presented in this paper.

On the other hand, the choice of more effective control schemes is still an
important research issue. In the next section, we propose an optimal control
scheme as an alternative to PID.

3 Optimal Control

Optimal control relies on the estimated task statistics. The block diagram of
the optimal control rate-monotonic scheduling system is given in figure 2. The
goal of the optimal control is to compute u(t) that minimizes the variance of
the error. For sake of clarity, it is assumed that there is no quantization in the
system and the setpoint is far from 1, i.e., min(1,z) box is removed. Thus, the
utilization y(t) can be written as

y(t + 1) =
1
T

(Cm(t) + Co,tot(t)u(t)) (9)

The cost function is the mean square error that, using equation 5.34 from [6],
can be written as

J(t + 1) = E[e2(t + 1)] = E2[e(t + 1)] + V ar[e(t + 1)]. (10)

In (10), it holds that E2[e(t+1)] = (−
∧
y(t+1|t)+yref (t+1))2 where

∧
y(t+1|t) is

the optimal predictor of y(t + 1) on the basis of the information collected up to
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Fig. 2. Optimal Control Rate-Monotonic Scheduling. The left panel shows the system
with pure optimal controller and the right panel shows the system with feedforward
integral compensated optimal controller.

time t. According to certainty equivalence principle [8], the optimal prediction

of y(t) is given by
∧
y(t) = yd(t+1) where y(t) = yd(t)+ν(t). Here, yd(t) coincides

with the optimal prediction of the deterministic part of y(t) and ν(t) is a white

noise. This principle will be applied to find
∧
y(t + 1|t). First, y(t + 1) can be

written as

y(t + 1) =
1
T

μm(t) +
1
T

μo,tot(t)u(t)︸ ︷︷ ︸+
1
T

∼
Cm(t) +

1
T

∼
Co,tot(t)u(t)︸ ︷︷ ︸ (11)

= yd(t) + ν(t)

The uncorrelation between ν(t) and ν(t − τ) ∀τ ≥ 1, can be easily proved from
the following properties: 1) u(t) depends only on the past history of Cm and Co,
i.e., from Cm(t − ξ) and Co(t − ξ), ξ ≥ 1; 2) C̃m and C̃o are zero mean random
variables. Thus, ν(t) is a white noise with zero mean. By applying the certainty
equivalence principle, the optimal predictor of y(t + 1) is given by

∧
y(t + 1) =

1
T

(μm(t) + μo,tot(t)u(t)). (12)

On the other hand, V ar[e(t + 1)] takes the following form:

V ar[e(t + 1)] = E[(e(t + 1) − E[e(t + 1)])2] =
1

T 2 σ2
m(t) +

1
T 2 σ2

o,tot(t)u
2(t).

By using equations (12) and (13) in (10), the cost function J(t+1) can be written
as

J(t + 1) =
(

yref (t + 1) − 1
T

μm(t) − 1
T

μo,tot(t)u(t)
)2

+
1

T 2 σ2
m(t) +

1
T 2 σ2

o,tot(t)u
2(t).

(13)
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As a final step, u∗(t) (the optimal value of u(t), which minimizes J(t + 1)) is
found by imposing dJ(t+1)

du(t) |u∗(t)= 0 thus obtaining

u∗(t) =
−μm(t)μo,tot(t) + T yref (t + 1)μo,tot(t)

μ2
o,tot(t) + σ2

o,tot(t)
(14)

Equation (14) highlights that if one can estimate the mean of all mandatory
sub-tasks and the mean and variance of all optional sub-tasks within a sampling
period, then u∗(t) can be calculated in closed-form. When u(t) = u∗(t) is used,
the CPU utilization obeys to the dynamics

y(t + 1) =
1
T

(
μm(t)σ2

o,tot(t) + μ2
o,tot(t)T yref(t + 1)

μ2
o,tot(t) + σ2

o,tot(t)

)
(15)

as t → ∞. Note that even if the task statistics and the setpoint are constant
in time, if σ2

o,tot(t) �= 0, one has, in general, that y(t) does not converge to yref

as t → ∞. Moreover, incorrect estimations of the task statistics may further
degrade the performance of the optimal controller.

4 Optimal Control with Feedforward Compensation

In order to avoid the bias produced by optimal control, we propose to add a
feedforward integral control action. The block diagram of this scheme is given
in figure 2.

In order to find a stabilizing controller, we first derive the state space form of
the closed-loop system. Assume that x ∈ R is the state of the integral controller.
Hence, controller equations are,

x(t+1) = x(t)+e(t) , u(t) = Kix(t)+
(
−μm(t)μo,tot(t) + T yref (t + 1)μo,tot(t)

μ2
o,tot(t) + σ2

o,tot(t)

)
and the system equations are,

y(t) =
1
T

[
Cm(t) + Co,tot(t)

(
Kix(t) +

−μm(t)μo,tot(t) + T yref (t + 1)μo,tot(t)
μ2

o,tot(t) + σ2
o,tot(t)

)]

e(t) = −y(t) + yref (t).

The closed-loop system is therefore described by

x(t + 1) = x(t) + yref(t) − 1
T

Cm(t)

− 1
T

Co,tot(t)
(

Kix(t) +
−μm(t)μo,tot(t) + T yref (t + 1)μo,tot(t)

μ2
o,tot(t) + σ2

o,tot(t)

)
.(16)

By assuming that Co,tot, Cm and yref are stationary signals, the mean state
dynamics is

μx(t+1) = μx(t)+yref −
1
T

μm− Ki

T
μo,totμx(t)− 1

T

(
−μmμ2

o,tot + T yrefμ2
o,tot

μ2
o,tot + σ2

o,tot

)
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where μx(t) = E[x(t)]. A classical stability criterion for discrete time linear
systems [9] guarantees that μx(t) is asymptotically stable around its equilibrium,
if the following condition is fulfilled∣∣∣∣1 − Ki

T
μo,tot

∣∣∣∣ < 1. (17)

Then, formula (17) provides an explicit bound on the values of Ki guaranteeing
the convergence of the average error to zero.

5 Implementation on RT-Linux and Experimental
Results

We tested FC-RMS with PID, optimal and compensated optimal controllers
using the RT-Linux system (a detailed description of FC-RMS with stabilizing
PID controllers is provided in [7]).

RT-Linux has a priority-driven preemptive scheduler loaded as a kernel mod-
ule [10]. In order to implement our FC-RMS method on RT-Linux 3.1, we mod-
ified the default scheduler so as to measure CPU utilization and other task
statistics μm, μo,tot and σo,tot. A dummy application consisting of a periodic
task set has also been created.

The CPU utilization y, the mean of all mandatory tasks μm, and the mean
and variance of k optional sub-tasks within one sampling period are easy to
reconstruct by resorting to the empirical estimators for the mean and variance
of stationary stochastic processes [6]. However we have to estimate the mean
and variance of all optional sub-tasks μo,tot and σ2

o,tot in order to use formula
(14). Under the assumption that the mean and variance of each optional sub-
task are constant, i.e., μCj,o = μc and σ2

Cj,o
= σc, ∀j ∈ {1, 2, . . . , q}, one gets

μo,tot = μo.
q
k and σ2

o,tot = σ2
o . q

k .
In the optimal controller, there is no parameter to tune. However it needs

accurate estimates of the task statistics that may be difficult to obtain when
the system is overloaded [3]. Another drawback is that the mean and variance
of each optional sub-task are not constant in time, which results in incorrect
estimations. These two pitfalls are overcome by using the feedforward integral
controller.

In order to compare the performance of PID, optimal and compensated op-
timal controllers during transients, we used a step workload jumping from the
nominal load Lnom to a maximum load Lmax at a given time instant, as reported
in table 1.

A comparison of figures 3.A, 3.B, and 3.C shows that pure optimal control
provides the best transient characteristics in terms of settling time and over-
shoot. However, it cannot track the setpoint due to the bias shown in formula
(15). The additional feedforward integral controller compensates this undesired
phenomenon thus providing a better error tracking while preserving satisfactory
performance in the transient.
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Fig. 3. Experimental results. A) CPU utilization with PID controller. Kp = 0.1, Ki =
2.0 and Kd = 0.1. B) CPU utilization with pure optimal controller. C) CPU utilization
with feedforward integral compensated optimal controller.

Table 1. Parameters characterizing the workloads Lnom and Lmax. U [a, b] represents
uniform distribution between a and b.

Lnom Lmax

q 0 20
Ci,m and Ci,o (μs) - U[130, 180]

Ti∈{1,...,q} (ms) - {15,2,14,3,13,4,12,5,11,6,10,7,9,8,8,35,8,15,3,10}
T (ms) 100 100
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6 Conclusions

In this paper, we presented a feedback control rate-monotonic scheduling sys-
tem. By assuming that all tasks are periodic, independent and implemented
with the two-version method, we first derived a statistical representation of the
scheduling system. Then, we proposed a novel feedforward compensated optimal
controller as an alternative to PID. The new controller achieves better perfor-
mance (in terms of overshoot, settling time and error tracking) as shown in the
experimental results obtained from a real implementation of FC-RMS on RT-
Linux. We highlight that the developed statistical framework can be very useful
for designing and analyzing feedback control scheduling systems based on other
control strategies such as hybrid control. Performance comparisons of PID and
optimal controllers on real applications with different types of tasks (such as ape-
riodic, dependent) and different implementation techniques (such as milestone
and multiple-version) still require additional research, which may lead to major
generalization of the proposed method.
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Abstract. This paper introduces graphical user interface (GUI) modelling 
approach and it positions in information system (IS) development process. The 
overview of graphical user interface design methods and methodologies is 
presented. The main objective of the proposal is the consistency of IS 
development process, which includes requirements specification, system design 
and implementation phases. The GUI modelling process is based on the data 
flows specification. Detailed explanation of modelling steps is presented. Paper 
includes an illustrative example of the web based GUI development according 
to the proposed process.  

1   Introduction 

What gives the first impression for user about information system? Possibly we will 
be right, if we say that it is graphical user interface. GUI is agent between user and IS. 
The graphical user interface is one of the factors which determines, how fluent will be 
adoption of IS to business process. This article deals with GUI modelling process and 
development of e-commerce systems in purpose to make those IS more easily 
developed and maintained. 

First of all a few methods and techniques for GUI design are reviewed in this work 
to show the variety of possible solutions for GUI modelling and design [1]. 

The third section of paper is dedicated to data flows specification and GUI 
modelling process. Data flow specification (DFS) is the result of functional 
requirements specification method (FRSM) [2,3], which is developed in Kaunas 
University of Technology. At this moment our research deals with IS design process, 
which is based on the data flows specification. The meta data source for IS design is 
repository of DFS.  

Three phase’s conception for IS design was chosen:  

1. Information system workspace model composition [4]; 
2. Information system database model composition [5]; 
3. Graphical user interface model composition. 

                                                           
* The work is supported by Lithuanian State Science and Studies Foundation according to 

Eureka programme project “IT-Europe” (Reg. No 3473). 
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Each phase already has conceptual solution based on data flows specification. The 
third section in detail describes GUI modelling process. 

All three IS design phases are developed as autonomous modules of CASE tool 
prototype. Modules are implemented as MS Visio 2003 templates within the unique 
graphical notation stencils and encoded automated modelling processes. The final IS 
design models are saved as Visio2003 file (*.vst) and meta data are stored in the DFS 
repository. The GUI modelling template has implemented additional function: final 
graphical model can be transformed and saved to XML file (see fig. 4). 

Section four introduces how GUI specification process and results can be used in 
e-commerce systems development. “User login to IS” form is as illustrative example.  

2   Related Works 

This section is short overview of several quite different instruments for GUI 
modelling and design. Our research also covered other techniques, presented in [6-10]. 

Oracle Designer tool along with other Oracle tools is developed on the basis of 
Oracle CASE method [11, 12]. Those tools gives ability to automate IS design and 
development process. Technology proposed by Oracle offers integrated system design 
and development including web based systems. Oracle tools have perfect technique 
for GUI requirements specification and results like forms, reports and menu 
generation. However Oracle CASE doesn’t supply detailed process and tools for user 
requirements gathering and specification. The system analyst has to process and 
transform requirements into proper format.  

Other well-known tool is UML (Unified Modelling Language) [13]. Generally it 
could be named as IS design, results presentation, requirements specification and 
documentation language [14]. UML has 12 types of diagram divided into three 
categories: structural diagrams (class, object, component and deployment diagrams), 
behaviour modelling diagrams (use case, sequence, activity, collaboration, statechart 
diagrams), model management diagrams (packages, subsystems and models) [13]. 
Statechart, sequence and collaboration diagrams enable to compose user interface 
architecture and behaviour. However, the IS design results like forms, reports, which 
meet user requirements, usually is expressed throughout the GUI elements [15]. 
Specification form used in UML is not adequate to user’s vision of GUI specification, 
which traditionally consists of common graphical user interface elements. 

A. Grunlund, D. Lafreniere and D. Carr proposed pattern-supported approach (PSA) 
to the user interface design process, which suggests a wider scope for the use of patterns 
by looking at the overall user-oriented interface design process. One of main goals of 
approach is to supply solutions to help designers to resolve GUI development problems 
that are common and frequently encountered. The proposed approach and the patterns 
need to be adapted and validated through practical usage. The descriptions, structure 
and level of detail must be adapted to fit actual design projects [16]. 

V. Balasubramanian and M. Turoff assume that GUI design being a creative 
process, cannot be sequential. So, they proposed design methodology containing 
fifteen non-sequential and highly interconnected set of design tasks. These 
interconnected set of tasks form a hypertext network [17]. Design process is viewed as 
the total set of design tasks to be carried out to transform a user’s requirements into a 
user interface design specification. Tasks of a hypertext network are treated as design 
process nodes. The combination of received inputs and transformed outputs of each 
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node produce a hypertext network. This approach provides flexibility by allowing the 
designer to carry out various design tasks in any order. At the same time will be 
ensured that the all required tasks are completed and that the rationale is captured [10]. 

Finally talking about the method, mentioned above, we can say: 

• Oracle CASE doesn’t assure the comprehensives of user requirements for IS 
specification, but it has perfect tool for GUI modelling and implementation. 

• Both patterns and hypertext methods proposals are rational solution for GUI 
design, but tool support is weak.   

• UML has large variety of models for IS modelling and requirements 
specification. But GUI specification form used in UML isn’t very acceptable 
for users. Specification expressed through the graphical user interface 
elements is more understandable for users. 

3   GUI Modelling on the Basis of Data Flows Specification 

Functional requirements specification method is based on the analysis of data flows of 
the organization [18, 19]. In any organization data flows of incoming and outgoing 
information exist. The processing of incoming flows creates outgoing data flows. 
Most of those flows have a defined document or other standardized form, which is 
commonly used in the organization and can be analysed in the IS analysis and design 
process [20]. The purpose of IS is to make data flows processing and management 
process in organization more effective. 

The result of the functional requirements specification method is data flows 
specification (DFS) that can be described as a system consisting from the following 
models: 

Fh – context model of the information system; 
Rds – results / data resources structure model; 
Dls – model of links (data flows) between data resources, results and structure of 

those links; 
Dp – results / data resources processing stages model; 
Dst – results / data resource state transition model;  
El – model of elaboration of links between data resources, results and links 

between data resources / results states. 

The conception of FRSM CASE tool prototype is presented in figure 1. The main idea 
of the conception is the interaction between IS specification and IS design stages. 
These two stages interact with each other through the specification repository. The 
interaction presented in figure 1 is directed only to one side - from the specification to 
design; it shows the main idea of the method. In reality FRSM is an iterative process 
like most of methods for the requirements specification and IS design. 

The main principle of FRSM is analysis of universe of discourse from results and 
then continuing to data resources. This principle corresponds to the natural way of 
activity process analysis. DFS models describe static and dynamic aspect of 
developing system. Fh, Rds, Dls models describe static structure of system and Dp, 
Dst and El models describe behaviour (dynamics) of system. All these models have 
graphical notation, but in order to automate IS requirements specification and design 
process all meta data are stored in repository. GUI models cover data input, edit, 
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Functional/system data
section

Functional/system data section
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Data section
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Fig. 2. Conceptual GUI model template 

review and composition of any results (reports).  The ability to use FRSM results for 
GUI modelling was analysed. The results have showed that FRSM meet main 
criteria’s and it could be used for comprehensive GUI modelling [11]. 

The method for specification of functional requirements for information system

Specification
of function
hierarchy

Specification
of output

report / data
resource
structure

Specification
of

relationships
among data
resources

Specification of
data resource
processing

actions

Specification
of

data resource
states
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links between
data resources,

results and links
between data
resources /

results states

Module for design of CIS
workspace

Module for DB logical
schema design of CIS

Module for design of CIS GUI
units

CASE tool for CIS design

CIS
specifiaction

CIS
project,
prototype

CASE tool for specification composition

Repository of specifiaction

 

Fig. 1. Conception of FRSM CASE tool prototype 

GUI model composition could be divided into two phases: abstract model 
composition and explicit model composition (detailed design). 

GUI model design is based on three models: Rds, Dls and Dp meta data. A next 
section describes the GUI model template. 

3.1   GUI Model Template 

Abstract and detailed GUI model must be composed for every DS specified in DFS. 
Conceptual GUI model template is needed for abstract model composition, because 
this process will be computerised like all FRSM method and IS design phases. The 
template data will be detailed after abstract modelling phase. GUI model template is 
presented in figure 2. Template is divided into sections. First of all is Title section. It 
stores information, which let to identify the main purpose or function of GUI window.  

In the Data section data input, edit, search and display is produced. Data 
aggregation or generalization results could be placed in Data section too. 
Functional/navigation elements are placed 
in Functional/system data section. System 
information such as IS state, information 
of IS user, system messages and etc. could 
be located in this section too. Another data 
source template could be placed into the 
Data section depending on the structure of 
data source. We are modelling forms and 
sub forms (templates and sub templates) 
structure using such principle. Title and 
Functional/ system data section isn’t 
mandatory for sub templates.  
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3.2   Process for Conceptual GUI Model Composition 

Process for conceptual GUI model composition will be described in this section. This 
process, as it was mentioned in introduction, is implemented as CASE tool prototype 
module for GUI modelling. The step of process is presented in figure 3 and will be 
described below: 

1. For GUI model composition data source must be selected. In this step also one 
restriction must be considered: 
Selected data source x must have: Rds – results / data sources structure model,  
Dp – results / data sources processing stages model, Dst – results / data source 
state transition model. 

∀x[DS(x) ∧  is_selected(x,z)  ∃y∃z∃w[Rds (y) ∧Dp(z) ∧ Dst(w) ∧ 
must_have(x,z) ∧ must_have(x,z) ∧ must_have(x,w)]] 

2. Processing stage of DS must be selected. For selected stage GUI model will be 
composed. 

3. Title section of template must be filled using DS and Stage names and 
descriptions. 

4. Entities of selected DS stage must be identified. All entities processed in this 
stage must be selected from FRSM repository.  

5. Check clause: What amount of entities was identified? If one goes to step 7, if 
more than one, then go to step 6. 

6. The primary entity must be selected. Primary entity is entity x, which initiates 
data processing in GUI form y.  

∀x[E(x) ∧  is_primary(x)  ∃y[F(y) ∧ initiate_processing(x,y)]] 

Note: If only one entity is identified in step 4, the same entity is primary entity of 
form. 
7. Identify attributes of primary entity. During this step all attributes from repository 

of selected entity must be selected. The attribute must meet following constraint: 
If visibility property y of attribute x is set to true in repository, it could be 
identified. 

∀x∀y [A(x) ∧P(y)∧is_property_of(y,x) ∧value_is_true(y) 
could_be_selected(x)] 

8. System architect must decide, whether the form has a search functionality? 
9. Arrange search functionality. 

9.1. From the list of attributes identified in step 7, select search criterions. 
9.2. Locate search criterions controls in Data section, and search function 

buttons into Functional/system data section. 
10. Select attributes for GUI control type assignment. 
11. Identify GUI control type, which will be assigned to selected attribute. In 

identification process rules for control type definition is used. Rules are presented 
below: 
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• If attribute don’t have condition and limitary constrains, the type of attribute 
control will be set to text box; 

• If attribute has limitary values stored in repository as domain of values, the type 
of attribute control will be set to combo box or list box; 

• If attribute has Boolean data type, the type of attribute control will be check box. 
12. In no any rule applied to attribute, than go to step 13, in other way - to step 14. 
13. System architect manually must select type of control. In this case could be 

selected any type of traditional GUI elements. 
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Fill the Title section

Identify stage entities
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4.

Select main entity
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9.
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10.
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11.
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13.

Manual  model editing

18.

Generate GUI specification in XML

19.
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14.

16.

21.
End of   GUI model

composition  

Fig. 3. Conceptual GUI model composition process 
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14. Are all attributes of selected entity processed? If no, then go to step 15, in other 
way go to step 16. 

15. Select next attribute from the identified attributes list of entity. 
16. Are all entities processed of selected DS? If no, then go to step 17, in other way 

go to step 19. 
17. Next entity for the inclusion into the model has to be selected. 
18. The same process, like in step 7. 
19. Manual editing of GUI model could be performed after all entities of DS 

processed. The types, location of defined GUI controls and other non-functional 
requirements could be modified in this step, which performs detail-modelling.  

20. The XML specification of GUI model could be generated.  In figure 4 an 
example of GUI specification in XML is presented. It illustrates specification of 
form for user’s login to IS. 

21. The last step is intended to save results of modelling process: model and 
specification in XML. 

Next section illustrates how we can get from GUI model to real web form. 

4   Development of Web Based GUI from XML Specifications 

A typical web-based e-commerce application has the following application logic 
partitioning [21]:  

• Presentation Layer – manages user interfaces and user interaction; 
• Business Logic Layer - performs business transactions and models business 

processes; 
• Data Layer - used by the business logic layer to persist business data.  

These layers are mapped to corresponding physical tiers where the actual 
application code resides and is executed. Section shows illustrative example, how 
easy could be used results of DFS and GUI modelling process in implementation of 
presentation layer. 

In this chapter the example of web based GUI development from XML 
specifications is presented. For easier understanding and better illustration just few 
basic properties which include some input data, functionality buttons and visual style 
attributes are defined. In the example the user login web form is developed. 

When system specification is presented using XML notation, transformation of 
this specification to a web user interface may be applied. Collecting information in 
a simple and very flexible XML format relieves exchange of a wide variety of data 
and also allows applying Extensible Stylesheet Language (XSL) transformation. 
XSL is a family of recommendations for defining XML document transformation 
and presentation what makes definition process easier and faster because  
the developer does not have to learn any new notation [22]. In example, for the 
some part of the system functionality the parameters could be defined as follows 
(see fig. 4): 
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<window> 
<title>login</title> 
<data> 
<input> 

<name>login</name> 
<dtype>varchar2</dtype> 
<length>10</length> 
<type>text</type> 

</input> <input> 
<name>password</name> 
<dtype>varchar2</dtype> 
<length>10</length> 
<type>password</type> 

</input> <input> 
<name>secure</name> 
<dtype>boolean</dtype> 
<length>1</length> 
<type>checkbox</type> 

    </input> 

</data> 
<functionality> 
<button> 

<type>submit</type> 
<caption>Login</caption> 

</button> 
<button> 

<type>reset</type> 
<caption>Clear</caption> 

</button> 
</functionality> 
<style> 
<body> 

<background-
color>#669999</background-color> 

<color>#ffffcc</color> 
</body> 

</style> 
  </window> 

Fig. 4. GUI specification model presented in XML 

Now it is time to define transformations for each specified part of the system and 
create code for the user web interface. Using XSL language for the transformations 
relieves applying them later because parameters are collected with XML. An example 
of the transformation for Cascading Style Sheet (CSS) file (fig. 6): 

<?xml version='1.0'?> 
<xsl:stylesheet version="1.0" xmlns:xsl="http://www.w3.org/1999/XSL/Transform"> 
<xsl:template match="/"> 

<xsl:for-each select="window/style/*"> 
<xsl:value-of select="name()"/>{ 
<xsl:for-each select="./descendant::*"> 

<xsl:value-of select="name()"/>:<xsl:value-of select="."/>; 
</xsl:for-each> 

} <br /> 
</xsl:for-each> </xsl:template> </xsl:stylesheet> 

Fig. 5. XSL transformation for CSS file 

This XSL transformation generates output file (fig. 6) which will be used later: 

body { background-color:"#669999"; color:#ffffcc; } 

Fig. 6. Generated CSS file 

An example of the transformation for a web page written in HTML language is 
shown in figure 7. It combines XML data of input and functionality button properties: 

<?xml version='1.0'?> 
<xsl:stylesheet version="1.0" xmlns:xsl="http://www.w3.org/1999/XSL/Transform"> 
<xsl:template match="/"> 

<html xmlns="http://www.w3.org/1999/xhtml" lang="en" xml:lang="en"> 
<head> <title><xsl:value-of select="window/title"/></title> 
<meta http-equiv="content-type" content="text/html; charset=UTF-8" /> 
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<link rel="stylesheet" type="text/css" href="login.css" /> 
</head> 
<body> 
<form method="post" action=""> 
<table> 
<xsl:for-each select="window/data/input"> 
<tr><td><xsl:value-of select="name"/></td> 
  <td> <xsl:element name="input"> 

<xsl:attribute name="type"><xsl:value-of 
select="type"/></xsl:attribute> 

<xsl:attribute name="maxlength"><xsl:value-of 
select="length"/></xsl:attribute> 
</xsl:element> </td> 

</tr> </xsl:for-each> 
</table> 
<xsl:for-each select="window/functionality/button"> 
<xsl:element name="input"> 
<xsl:attribute name="type"><xsl:value-of 

select="type"/></xsl:attribute> 
<xsl:attribute name="value"><xsl:value-of 

select="caption"/></xsl:attribute> 
</xsl:element> 

</xsl:for-each> 
</form> 

</body> </html> 
</xsl:template> 
</xsl:stylesheet> 

Fig. 7. XSL transformation for HMTL file 

Transformations defined once could be used 
many times. Changes of main specification 
accompanied with transformation are reflected 
in application i.e. program code is updated 
automatically. This transformation is important 
because the proposed algorithm relieves 
specifying big and complex information 
systems and helps to avoid much iteration of 
system analysis and validation. 

The result of system specification 
transformation to the program code is functional 
user login web form illustrated in figure 8.             Fig. 8. Generated Web form example 

5   Conclusions  

Several techniques for GUI design were reviewed in this paper. These techniques 
represent different approaches of GUI modelling. 

The description of the functional requirements specification method and 
requirements specification process is presented. GUI modelling process is based on 
the results of three models: 

• Results / data resources structure model; 
• Links (data flows) between data resources/results and structure of those links model; 
• Results / data resources processing stages model. 
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The proposed conceptual GUI modelling process was presented in detail. The 
graphical user interface modelling process is implemented as a module that includes 
autonomous functionality of the CASE tool. It allows a partial automation of the 
design process and results of a better quality can be reached faster. The tool works as 
a GUI design process wizard proposing solutions or suggestions for a designer. 

Consistent analysis and design methods and generation of XML specification used 
in the GUI development process allow developing better quality systems and higher 
customer satisfaction. This improvement makes development of the e-commerce and 
other web based systems easier and more effective. 

As a future work we will try to develop a process that would take into account all 
three layers of e-commerce systems: Presentation, Business Logic and Data Layer and 
extend capabilities of FRSM to specify non-functional requirements and   store them 
in DFS. 
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Abstract. Based on a distinguishing sequence for a Finite State Ma-
chine (FSM), an efficient checking sequence may be produced from the
elements of a set Eα′ of α′–sequences and a set ET of T–sequences,
that both recognize the states, and elements of EC which represents the
transitions in the FSM. An optimization algorithm may then be used to
produce a reduced length checking sequence by connecting the elements
of Eα′ , ET , and EC using transitions taken from an acyclic set E′′. It
is known that only a subset E′

C of EC is sufficient to form a checking
sequence. This paper improves this result by reducing the number of el-
ements in E′

C that must be included in the generated checking sequence.

1 Introduction

Finite state machine (FSM) model has been widely used to specify behaviour
of various types of systems [1]. An FSM M models the externally observable
behaviour of a system under test (SUT) N in terms of the sequences of inputs and
outputs exchanged between a “black box” representing N and its environment.
When testing N to ensure its correct functionality with respect to M , a checking
sequence (i.e., a sequence of inputs constructed from M) is applied to N to
determine whether N is a correct or faulty implementation of M [2, 3]. Often,
N is considered to have the same input and output alphabets of M and to have
no more states than M .

A checking sequence of M is constructed in such a way that the output se-
quence produced by N in response to the application of the checking sequence
provides sufficient information to verify that every state transition of M is im-
plemented correctly by N . That is, in order to verify the implementation of a
transition from state s to state s′ under input x, firstly, N must be transferred
to the state recognized as state s of M ; secondly, when the input x is applied,
the output produced by N in response to x must be as specified in M ; i.e.,
there must not be an output fault; and thirdly, the state reached by N after
the application of x must be recognized as state s′ of M ; i.e., there must not be
a transfer fault. Hence, a crucial part of testing the correct implementation of
each transition is recognizing the starting and terminating states of the transition
which can be achieved by a distinguishing sequence [3], a characterization set [3]

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 915–926, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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or a unique input-output (UIO) sequence [4]. It is known that a distinguishing
sequence may not exist for every minimal FSM [5], and that determining the
existence of a distinguishing sequence for an FSM is PSPACE-complete [6].

Nevertheless, based on distinguishing sequences, various methods have been
proposed for FSM based testing (for example, [3, 7, 8]). Some of these meth-
ods aim in generating reduced length checking sequences [8, 9, 10]. A represen-
tative example of these methods is [9] which shows that an efficient checking
sequence may be produced by combining the elements in some predefined set
Eα′ of α′–sequences that recognize subsets of states, the elements of a set ET

of T –sequences which recognize individual states, and the elements of a set EC

of subsequences that represent individual transitions, using an acyclic set E′′ of
transitions from M . An optimization algorithm is then used in order to produce
a shortest checking sequence by connecting the elements of Eα′ , ET , and EC

using transitions drawn from E′′.
Recently it is shown in [10] that the length of checking sequences can be

reduced even further by eliminating some elements of EC . Those transitions
in EC , that correspond to the last transitions traversed when a T –sequence is
applied in an α′–sequence, are taken to be the candidate transitions for which
transition tests can be eliminated. A dependency relation is derived on these
candidate transitions, and only an acyclic subset of them (which does not depend
on each other – directly or indirectly – with respect to this dependency relation)
is considered to be eliminated.

In this paper, we generalize the condition for a transition to be considered as
a candidate for transition test exemption. The candidate transitions are again
among the transitions traversed when a T –sequence is applied in an α′–sequence.
However, they do not have to be the last transitions traversed. The condition
given in this paper trivially holds for the last transitions, hence the approach
of [10] is a special case of the approach given in this paper.

Besides the theoretical novelty of providing a more general condition, our ap-
proach also has the following practical implication. Since we identify more can-
didate transitions, the dependency relation between these candidate transitions
is more relaxed. This allows us to find acyclic subsets of candidate transitions
with greater cardinality, hence we can eliminate more transition tests than the
approach of [10].

The rest of the paper is organized as follows. Section 2 gives an overview
of the concepts used in constructing checking sequences based on distinguishing
sequences, and Section 3 explains an existing approach for the construction of
checking sequences. Section 4 presents the proposed method for eliminating re-
dundant transition tests and shows the application of the method to an example.
Section 5 gives the concluding remarks.

2 Preliminaries

A deterministic FSM M is defined by a tuple (S, s1, X, Y, δ, λ) in which S is
a finite set of states, s1 ∈ S is the initial state, X is the finite input alphabet,
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s1s2

s3 s4 s5

b/0

b/1

b/0

b/0

a/0

a/0
b/0

a/1

a/1 a/0

Fig. 1. The FSM M0

Y is the finite output alphabet, δ : S × X → S is the next state function and
λ : S × X → Y is the output function. The functions δ and λ can be extended
to input sequences in a straightforward manner. The number of states of M is
denoted n and the states of M are enumerated, giving S = {s1, . . . , sn}. An
FSM is completely specified if the functions λ and δ are total.

An FSM, that will be denoted M0 throughout this paper, is described in
Figure 1. Here, S = {s1, s2, s3, s4, s5}, X = {a, b} and Y = {0, 1}.

Throughout the paper, we use barred symbols (e.g. x̄, P̄ , . . .) to denote se-
quences, and juxtaposition to denote concatenation. In an FSM M , si ∈ S and
sj ∈ S, si �= sj , are equivalent if, ∀x̄ ∈ X∗, λ(si, x̄) = λ(sj , x̄). If ∃x̄ ∈ X∗ such
that λ(si, x̄) �= λ(sj , x̄) then x̄ is said to distinguish si and sj . An FSM M is
said to be minimal if none of its states are equivalent. A distinguishing sequence
for an FSM M is an input sequence D̄ for which each state of M produces a dis-
tinct output. More formally, for all si, sj ∈ S if si �= sj then λ(si, D̄) �= λ(sj , D̄).
Thus, for example, M0 has distinguishing sequence abb.

The shortest prefix of a distinguishing sequence D̄ that distinguishes a state
in M can actually be used as a special distinguishing sequence for that state [11].
Based on this observation, we use prefixes of distinguishing sequences, in order
to further reduce the length of checking sequences. We will use D̄i to denote the
shortest prefix of a distinguishing sequence D̄ that is sufficient to distinguish a
state si from the other states. Formally, given a distinguishing sequence D̄ and a
state si, D̄i is the shortest prefix of D̄ such that for any state sj , if si �= sj then
λ(si, D̄i) �= λ(sj , D̄i). For example, M0 has D̄1 = ab, D̄2 = D̄3 = D̄4 = D̄5 = abb.
Below we call D̄i’s as prefix distinguishing sequences.

An FSM M can be represented by a directed graph (digraph) G = (V, E)
where a set of vertices V represents the set S of states of M , and a set of
directed edges E represents all transitions of M . Each edge e = (vj , vk, x/y) ∈ E
represents a transition t = (sj , sk, x/y) of M from state sj to state sk with input
x and output y where sj, sk ∈ S, x ∈ X , and y ∈ Y such that δ(sj , x) = sk,
λ(sj , x) = y. For a vertex v ∈ V , indegreeE′(v) denotes the number of edges
from E′ that enter v and outdegreeE′(v) denotes the number of edges from E′

that leave v, where E′ ⊆ E.
A sequence P̄ = (n1, n2, x1/y1)(n2, n3, x2/y2) . . . (nk−1, nk, xk−1/yk−1) of

pairwise adjacent edges from G forms a path in which each node ni represents a
vertex from V and thus, ultimately, a state from S. Here initial(P̄ ) denotes n1,
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which is the initial node of P̄ , and final(P̄ ) denotes nk, which is the final node
of P̄ . The sequence Q̄ = (x1/y1)(x2/y2) . . . (xk−1/yk−1) is the label of P̄ and is
denoted label(P̄ ). In this case, Q̄ is said to label the path P̄ . Q̄ is said to be a
transfer sequence from n1 to nk. The path P̄ can be represented by the tuple
(n1, nk, Q̄) or by the tuple (n1, nk, x̄/ȳ) in which x̄ = x1x2 . . . xk−1 is the input
portion of Q̄ and ȳ = y1y2 . . . yk−1 is the output portion of Q̄. Two paths P̄1 and
P̄2 can be concatenated as P̄1P̄2 only if final(P̄1) = initial(P̄2).

A tour is a path whose initial and final nodes are the same. Given a tour
Γ̄ = e1e2 . . . ek, P̄ = ejej+1 . . . eke1e2 . . . ej−1 is a path formed by starting Γ̄
with edge ej, and hence by ending Γ̄ with edge ej−1. An Euler Tour is a tour
that contains each edge exactly once. A set E′ of edges from G is acyclic if no
tour can be formed using the edges in E′.

A digraph is strongly connected if for any ordered pair of vertices (vi, vj)
there is a path from vi to vj . An FSM is strongly connected if the digraph that
represents it is strongly connected. It will be assumed that any FSM consid-
ered in this paper is deterministic, minimal, completely specified, and strongly
connected.

Given an FSM M , let Φ(M) be the set of FSMs each of which has at most
n states and the same input and output alphabets as M . Let N be an FSM
of Φ(M). N is isomorphic to M if there is a one-to-one and onto function f
on the state sets of M and N such that for any state transition (si, sj , x/y)
of M , (f(si), f(sj), x/y) is a transition of N . A checking sequence of M is an
input sequence starting at the initial state s1 of M that distinguishes M from
any N of Φ(M) that is not isomorphic to M . In the context of testing, this
means that in response to this input sequence, any faulty implementation N
from Φ(M) will produce an output sequence different from the expected output,
thereby indicating the presence of a fault/faults. As stated earlier, a crucial part
of testing the correct implementation of each transition of M in N from Φ(M)
is recognizing the starting and terminating states of the transition which lead
to the notions of state recognition and transition verification used in algorithms
for constructing reduced length checking sequences (for example, [8, 9]). These
notions are defined below in terms of a given distinguishing sequence D̄ (more
precisely the prefix distinguishing sequences) for FSM M .

3 An Existing Approach

3.1 Basics

Consider the digraph G = (V, E) representing M and let Q̄ be the label of a
path P̄ in G. A vertex v of P̄ is said to be recognized (in Q̄) as a state si of M , if
the label T̄ of a subpath R̄ of P̄ starting at v has a prefix D̄i/λ(si, D̄i). This rule
says that initial(R̄) is recognized as state si if label(R̄) has a prefix D̄i/λ(si, D̄i).
Alternatively, if P̄1 = (vi, vj , T̄ ) and P̄2 = (vk, v, T̄ ) are two subpaths of P̄ such
that vi and vk are recognized as state s′ of M and vj is recognized as state s of
M , then v is said to be recognized (in Q̄) as state s of M . This rule says that if P̄1
and P̄2 are labeled by the same input/output sequence at their starting vertices
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which are recognized as the same state s′ of M , then their terminating vertices
correspond to the same state s of M . An edge (v, v′, x/y) of P̄ is said to be
verified (in Q̄) as a transition (si, sj , xi/yi) of M if v is recognized as state si, v′

is recognized as state sj , x = xi, and y = yi; i.e., v is recognized as state si of M
and there is a subpath P̄ ′ of P̄ starting at v whose label is xD̄j/λ(si, xD̄j). The
subpath P̄ ′ is called the transition test for the transition (si, sj , xi/yi); i.e., P̄ ′ is
the transition sequence labeled by (the application of) the input sequence xD̄j

at state si. Accordingly, the following result will form the basis of the checking
sequence construction method proposed in this paper.

Theorem 1. (Theorem 1, [8]) Let P̄ be a path of G representing an FSM M
that starts at s1 and Q̄ = label(P̄ ). If every edge of G is verified in Q̄, then the
input portion of Q̄ is a checking sequence of M .

Let Q̄ be the label of a path P̄ in G starting at v1 such that Q̄ contains n
subsequences of the form D̄i/λ(si, D̄i), (1 ≤ i ≤ n). Since D̄i’s are prefix distin-
guishing sequences for M , each of these subsequences of the form D̄i/λ(si, D̄i),
(1 ≤ i ≤ n), is unique. If Q̄ labels a path starting at the initial state of N from
Φ(M) then, since N has at most n states, D̄i’s must also be prefix distinguish-
ing sequences for N . This says that if n different expected responses to D̄i’s are
observed in N , then D̄i’s define a one-to-one correspondence between the states
of N and M . In this case, we say that the uniqueness of the response of each of
the n states of N to D̄i’s are verified and hence N has n distinct states.

Let DS(si) denote the transition sequence labeled by D̄i/λ(si, D̄i) at state si

and let T̄i, called henceforth T –sequence, be label(R̄i) where R̄i = DS(si)B̄i and
B̄i is a (possibly empty) sequence of transitions of G starting at final(DS(si)),
(1 ≤ i ≤ n). Since a T –sequence T̄i is a sequence of input/output pairs with
a prefix label(DS(si)) = D̄i/λ(si, D̄i), it may be used to recognize the ending
state of any transition terminating at state si [8]. R̄i’s can be connected to each
other in a succinct manner to form the elements of an α′–set = {ᾱ′

1, ᾱ
′
2, . . . ᾱ

′
q}

where each ᾱ′
k (1 ≤ k ≤ q) is called an α′–sequence [9]. An α′–sequence ᾱ′

k is the
label of an α′–path ρ̄k = R̄k1R̄k2 . . . R̄krk

, 1 ≤ k1, k2, . . . , krk
≤ n, such that (a)

∃ an α′–path ρ̄j = R̄j1R̄j2 . . . R̄jrj
, 1 ≤ j ≤ q and 1 ≤ j1, j2, . . . , jrj ≤ n, such

that for some i, 1 ≤ i < rj , krk
= ji; and (b) No other R̄ki , 1 ≤ i < rk, in ρ̄k

satisfies (b). In other words for every α′–path ρ̄k, the last component and only
the last component R̄krk

in ρ̄k appears in the same or in some other α′–path ρ̄j

before the last component in ρ̄j . Since ᾱ′
k = label(ρ̄k), ᾱ′

k will be concatenation
of T –sequences. A set of α′–sequences is called an α′–set only if ∀T̄i, 1 ≤ i ≤ n,
∃ ᾱ′

k, 1 ≤ k ≤ q, such that T̄i is a subsequence of ᾱ′
k.

Let A = {ᾱ′
1, ᾱ

′
2, . . . , ᾱ

′
q} be an α′–set with the corresponding set of α′–

paths {ρ̄1, ρ̄2, . . . , ρ̄q}, and Q̄ be the label of a path P̄ such that each ᾱ′
k ∈ A is

a subsequence of Q̄. Then we have the following properties:

1) Since ᾱ′
k starts with a T̄i that has a prefix D̄i/λ(si, D̄i), initial(ρ̄k) is rec-

ognized in Q̄
2) Since every α′–sequence ᾱ′

k is a subsequence of Q̄, final(ρ̄k) is recognized
in Q̄
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3) Since every T̄i is in some ᾱ′
k, initial(R̄i) is recognized in Q̄

4) Since every T̄i is followed by a T̄j in some ᾱ′
k, final(R̄i) is recognized in Q̄

5) Since ᾱ′
k starts with a T̄i that has a prefix D̄i/λ(si, D̄i), ᾱ′

k may be used to
recognize the ending state of any transition terminating at state si [9].

3.2 Checking Sequence Construction

The checking sequence construction method given in [9] first builds a digraph
G′ = (V ′, E′) by augmenting the digraph G = (V, E) representing an FSM where
V ′ = V ∪ U ′ , E′ = EC ∪ Eα′ ∪ ET ∪ E′′ by:

- replicating each vertex v in V as a vertex v′ in U ′ to represent the“recognized”
version of v

- replacing each edge (vi, vj , x/y) of E by an edge (v′i, vj , x/y) in EC so that
the transition to be verified starts at the recognized vertex v′i

- inserting an edge (vi, v
′
j , ᾱ

′
k) in Eα′ for each ρ̄k = (vi, vj , ᾱ

′
k), (1 ≤ k ≤ q) so

that ρ̄k ends at the recognized vertex v′j
- inserting an edge (vi, v

′
j , T̄m) in ET for each R̄m = (vi, vj , T̄m), (1 ≤ m ≤ n)

so that R̄m ends at the recognized vertex v′j
- inserting an edge (v′i, v

′
j , x/y) in E′′ for each edge (vi, vj , x/y) in a subset of

edges of E such that G′′ = (U ′, E′′) does not have a tour and G′ is strongly
connected.

Note that in G′ each edge in EC is followed by an edge from Eα′ ∪ ET to
form a transition test for the transition corresponding to that edge of EC . Then,
the approach in [9] forms a minimal symmetric augmentation G∗ of the digraph
induced by Eα′ ∪ EC by adding replications of edges from E′ . If G∗, with its
isolated vertices removed, is connected, then G∗ has an Euler tour. Otherwise,
a heuristic such as the one given in [8] is applied to make G∗ connected and
an Euler tour of this new digraph is formed. On the basis of Theorem 1, it is
argued in [9] that the input portion of the label of the Euler tour of G∗ starting
at vertex v1 which is followed by D̄1 is a checking sequence of M .

4 An Enhancement on the Existing Approach

This section explains how, given an α′–set A, we can produce a checking sequence
without considering some of the edges in EC . In the following, we first define
a set of edges L ⊂ E, then show that transition tests for the edges in L are
redundant, and finally explain how we can modify the algorithm to generate the
checking sequence in order not to include these redundant transition tests.

4.1 Transition Test Exemption

In this section, we consistently use P̄ to denote a path in G, and Q̄ to denote
label(P̄ ). Similar to showing an edge being verified as given in Section 3.1, in
order to show a sequence of edges being verified we first introduce the notion of
a sequence of edges being traced.
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Definition 1. Let P̄ ′ = e1e2 . . . eh be a sequence of edges in G, where em =
(vim , vim+1 , xm/ym) for 1 ≤ m ≤ h. P̄ ′ is traced in Q̄ if there exists a subpath
(n1, nh+1, x

′
1x

′
2 . . . x′

h/y′
1y

′
2 . . . y′

h) in P̄ such that n1 is recognized as vi1 , nh+1 is
recognized as vih+1 , and xm/ym = x′

m/y′
m for 1 ≤ m ≤ h.

Lemma 1. Let P̄ ′ = e1e2 . . . eh (h ≥ 1) be a sequence of edges in G traced in Q̄,
where em = (vim , vim+1 , xm/ym) for 1 ≤ m ≤ h. Assume that e1, e2, . . . , el for
some 1 ≤ l < h are all verified in Q̄. Then, P̄ ′′ = el+1el+2 . . . eh is also traced
in Q̄.

Proof. The proof is by induction on l. Let’s assume l = 1. If e1 is verified in
Q̄ , then P̄ includes a subpath P̄1 = (nj , nk, x′

1/y′
1) where nj is recognized

as vi1 , nk is recognized as vi2 and x1/y1 = x′
1/y′

1. Since P̄ ′ is traced in Q̄,
there must exist a subpath P̄2 = (nq, ns, x

′′
1x′′

2 . . . x′′
h/y′′

1y′′
2 . . . y′′

h) in P̄ where
nq is recognized as vi1 , ns is recognized as vih+1 , and x′′

m/y′′
m = xm/ym for

1 ≤ m ≤ h. Let us divide the path P̄2 into two as P̄21 = (nq, ni, x
′′
1/y′′

1 ) and
P̄22 = (ni, ns, x

′′
2x′′

3 . . . x′′
h/y′′

2y′′
3 . . . y′′

h). According to the definition of a recog-
nized vertex given in Section 3.1, the paths P̄1 and P̄21 recognize ni as vi2 .
Then, the existence of P̄22 in P̄ implies that P̄ ′′ = e2e3 . . . eh is traced in Q̄.

For the inductive step, we can again use the arguments given above to con-
clude that P̄ ′′ = e2e3 . . . eh is traced in Q̄. However, we have l − 1 verified
transitions at the beginning of P̄ ′′, hence the proof is completed by using the
induction hypothesis. %&

Definition 2. An edge (v, v′, xv/yv) in G is said to be a nonconverging edge [12]
if ∀(u, u′, xu/yu), u �= v and xu = xv implies u′ �= v′ or yu �= yv.

Lemma 2. Let (v, v′, xv/yv) be a nonconverging edge in G, and (np, nq, x/y) be
a subpath of P̄ such that nq is recognized as v′ and x/y = xv/yv. If all the edges
(u, u′, xu/yu) in G, where xu = xv are verified in Q̄, then np is recognized as v.

Proof. Since all the edges in G corresponding to the xv transitions of the states
in M are verified, and since the state corresponding to the node v is the only
state that produces yv and moves into the state corresponding to the node v′

when xv is applied, we can conclude that whenever xv/yv is seen in Q̄ and the
ending node is recognized as v′, then the previous node must be the node v. %&

Lemma 3. Let P̄ ′ = e1e2 . . . eh (h ≥ 1) be a sequence of edges in G traced in
Q̄, where em = (vim , vim+1 , xm/ym) for 1 ≤ m ≤ h. Assume that el, el+1, . . . , eh

for some 1 < l ≤ h are all verified in Q̄. If for all l ≤ r ≤ h
(i) er = (vir , vir+1 , xr/yr) is a nonconverging edge, and
(ii) For each vertex v in G, all the edges of the form (v, v′, x/y) (where x = xr)
are verified in Q̄ then P̄ ′′ = e1e2 . . . el−1 is also traced in Q̄.

Proof. The proof is by induction on h−l+1. Let’s assume h−l+1 = 1, i.e l = h.
Since P̄ ′ is traced in Q̄, P̄ ′ must be a subpath (nq, ns, x

′
1x

′
2 . . . x′

h/y′
1y

′
2 . . . y′

h) of P̄
where nq is recognized as vi1 , ns is recognized as vih+1 , and x′

m/y′
m = xm/ym for

1 ≤ m ≤ h. Let us divide P̄ ′ into two as P̄1 = (nq, ni, x
′
1x

′
2 . . . x′

h−1/y′
1y

′
2 . . . y′

h−1)
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and P̄2 = (ni, ns, x
′
h/y′

h). Note that P̄2 corresponds to eh which is a nonconverg-
ing edge. Since all the edges of the form (v, v′, xh/y) are verified in Q̄, ni is
recognized as vih

by using Lemma 2. Then P̄1 = e1e2 . . . eh−1 is traced in Q̄.
For the inductive step, we can again use the arguments given above to con-

clude that P̄ ′′ = e1e2 . . . eh−1 is traced in Q̄. However, we have h − l verified
transitions at the end of P̄ ′′, hence the proof is completed by using the induction
hypothesis. %&

Lemma 4. Let P̄ ′ = e1e2 . . . eh (h ≥ 1) be a sequence of edges in G traced in
Q̄, where em = (vim , vim+1 , xm/ym) for 1 ≤ m ≤ h. Let el be an edge in P̄ ′,
where 1 ≤ l ≤ h. If
(i) ∀r, 1 ≤ r ≤ h, r �= l implies er is verified in Q̄, and
(ii) ∀r, l < r ≤ h

(ii.a) er = (vir , vir+1 , xr/yr) is a nonconverging edge; and
(ii.b) For each vertex v in G, all the edges of the form (v, v′, x/y) (where

x = xr) are verified in Q̄ then el is also verified in Q̄.

Proof. Since P̄ ′ is traced in Q̄, P̄ ′ is a subpath (nq, ns, x
′
1x

′
2 . . . x′

h/y′
1y

′
2 . . . y′

h)
of P̄ where nq is recognized as vi1 , ns is recognized as vih+1 , and x′

m/y′
m =

xm/ym for 1 ≤ m ≤ h. Let us divide the path P̄ ′ into three as follows: P̄1 =
(nq, ni, x

′
1x

′
2 . . . x′

l−1/y′
1y

′
2 . . . y′

l−1), and P̄2 = (ni, ns, x
′
l/y′

l), and finally P̄3 =
(ns, nt, x

′
l+1x

′
l+2 . . . x′

h/y′
l+1y

′
l+2 . . . y′

h). By using Lemma 1, P̄2P̄3 is traced in Q̄
and ni is therefore recognized as vil

. By using Lemma 3, P̄1P̄2 is traced in Q̄
and ns is therefore recognized as vil+1 . Since both ni and ns are recognized in
P̄2 = el, el is verified. %&

Lemma 4 suggests that if there is a sequence of edges which is traced in the
label Q̄ of a path, then Q̄ already includes what it takes to verify an edge el

in the sequence, provided that the conditions (i), (ii.a) and (ii.b) given in the
premises of Lemma 4 hold. Therefore, we can pick a transition el in a sequence of
edges which is known to be traced, and do not include the transition test for el,
provided that the conditions are satisfied for el. Note that, one can always pick
eh as el (the last transition in the sequence of edges) according to the conditions
of Lemma 4. This is what has been proposed in [10], and therefore the approach
given in [10] is a special case of our approach.

In fact, inclusion of α′–sequences in the checking sequences guarantee that
there are some sequences of edges which are traced, as shown by the following
lemma.

Lemma 5. Let A be an α′–set, and Q̄ include all the α′–sequences in A. Then
∀i, 1 ≤ i ≤ n, R̄i = DS(si)B̄i is traced in Q̄.

Proof. Note that ∃ᾱ′
k, 1 ≤ k ≤ q, with the subsequence label(R̄i)label(R̄j) for

some j, 1 ≤ j ≤ n. Since label(R̄i) starts with D̄i/λ(si, D̄i), initial(R̄i) is rec-
ognized. Since label(R̄j) starts with D̄j/λ(sj , D̄j), initial(R̄j), hence final(R̄i)
is also recognized. %&
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Lemma 6. Let A be an α′–set, and Q̄ include all the α′–sequences in A, and
R̄i = ej1ej2 . . . ejh

be the sequence of edges corresponding to the application of
the T–sequence T̄i at a state si. Let ejl

= (vjl
, vjl+1 , xjl

/yjl
) be an edge in R̄i. If

(i) ∀r, 1 ≤ r ≤ h, r �= l implies ejr is verified in Q̄, and
(ii) ∀r, l < r ≤ h

(ii.a) ejr is a nonconverging edge; and
(ii.b) For each vertex v in G, all the edges of the form (v, v′, x/y) (where

x = xjl
) are verified in Q̄ then ejl

is also verified in Q̄.

Proof. The result follows from Lemma 4 and Lemma 5. %&

Lemma 6 suggests that one can identify an edge per state to be excluded from
the transition tests. However, if we identify some edge e for a state s, exclusion
of e depends on some other transitions being verified, as given in the premises
of Lemma 6. We may identify another edge e′ for another state s′. Nevertheless,
exclusion of e may depend on e′ being verified, and exclusion of e′ may depend on
e being verified (either directly or indirectly). The following procedure shows a
possible way to calculate a set of edges that can be excluded from the transition
tests without having such a cyclic dependency.

For an R̄i = DS(si)B̄i = e1e2 . . . eh, 1 ≤ i ≤ n, an edge el (1 ≤ l ≤ h) is
a candidate edge of R̄i if ∀r, l < r ≤ h, er is a nonconverging edge. Note that
eh is always a candidate edge of R̄i according to this definition. Let L0 = {e |
e is a candidate edge of R̄i, 1 ≤ i ≤ n}.

Note that, the generated checking sequence must start from s1, the initial
state of M . Therefore at least one incoming transition of s1 must be tested, so
that the generated tour passes over v1. Therefore let L1 be a maximal subset of
L0 such that, indegreeL1(v1) < indegreeE(v1).

Further note that according to Lemma 6, the test for a transition can be
exempted only if some other transitions are tested. In order to avoid cyclic
dependencies, the following algorithm can be used:

Construct a digraph GS = (VS , ES) where VS contains one vertex for each
e ∈ L1. (v1, v2) ∈ ES if and only if v1 �= v2, and for some R̄i, the edges e1 and
e2 corresponding the vertices v1 and v2 appear in R̄i. Find a maximal subgraph
G′

S = (V ′
S , E′

S) of GS by removing vertices from GS (and the edges connected
to the removed vertices) such that E′

S is acyclic. Let L be the set of edges that
correspond to the vertices in V ′

S .
Finding G′

S is an instance of Feedback Vertex Set problem [13], which is
NP–complete. However certain heuristic approaches exist for this problem [14,
15]. Note that for an R̄i, there will always be a cyclic dependency between the
candidate edges of R̄i. Therefore only one of the edges in R̄i will survive in G′

S .
Hence, at most n transition tests can be removed from the checking sequence.

4.2 Improved Checking Sequence Construction

Now using L, we can improve on the algorithm in [9] for the checking sequence
generation, by reducing the set of edges that must be included in the checking
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sequence. First the digraph G′ = (V ′, E′) is obtained as explained in Section 3.2.
E′′ can be constructed similarly as discussed in [8].

Theorem 2. Let E′
C be defined as E′

C = {(v′i, vj , x/y) : (vi, vj , x/y) ∈ E − L}.
Let Γ̄ be a tour of G′ that contains all edges in Eα′ ∪ E′

C which is found in the
same manner as in [9]. Let e = (v′i, v1, x/y) ∈ E′

C be an edge in Γ̄ ending at
v1 that corresponds to the initial state s1 of M . Let P̄ be a path of G′ that is
formed by ending Γ̄ with edge e, and Q̄ = label(P̄ )D̄1/λ(s1, D̄1). Then the input
portion of Q̄ is a checking sequence of M .

Proof. All edges in E − L are verified in Q̄ = label(P̄ )D̄1/λ(s1, D̄1). According
to Lemma 6 and the way L is constructed, if all edges in E − L are verified in
Q̄, then all edges in L are verified in Q̄. Thus, all edges of G are verified in Q̄,
and by Theorem 1, the input portion of Q̄ is a checking sequence of M . %&

4.3 Application

Let us consider FSM M0 given in Figure 1. A distinguishing sequence for M0 is
D̄ = abb. The shortest prefixes of D̄ that are sufficient to distinguish each state
are: D̄1 = ab, D̄2 = D̄3 = D̄4 = D̄5 = abb. In this example, we will use B̄i’s
in R̄i = DS(si)B̄i, as empty sequences. Hence T̄i = D̄i/λ(si, D̄i), 1 ≤ i ≤ n.
Using these T̄i’s, an α′–set for M0 is {ᾱ′

1 = T̄1T̄2T̄4T̄4, ᾱ
′
2 = T̄3T̄2, ᾱ

′
3 = T̄5T̄4},

with the following corresponding α′–paths: ρ̄1 = (v1, v4, ᾱ
′
1), ρ̄2 = (v3, v4, ᾱ

′
2),

ρ̄3 = (v5, v4, ᾱ
′
3).

Note that in FSM M0, all the edges except (v2, v1, b/0) and (v5, v1, b/0) are
nonconverging edges. According to the definition of candidate edges given in
Section 4.1, the set L0 can be found as {(v1, v3, a/0), (v1, v4, b/0), (v2, v1, b/0),
(v3, v4, a/1), (v3, v2, b/1), (v4, v3, b/0), (v5, v4, a/0), (v5, v1, b/0)}. Note that ∀e ∈
L0, ∃R̄i, 1 ≤ i ≤ n, such that e occurs in R̄i, and all the edges that come after
e in R̄i are nonconverging edges.

Since all the incoming edges of v1 are in L0, we need to exclude one of the
incoming edges of v1 from L0 to get L1. Let L1 = L0 \ {(v2, v1, b/0)}.

A maximal acyclic subgraph G′
S of GS for L1 includes the vertices cor-

responding to the following edges: L = {(v1, v3, a/0), (v1, v4, b/0), (v2, v1, b/0),
(v3, v4, a/1), (v5, v4, a/0)}.

The graph G′ = (V ′, E′) is given in Figure 2.
A tour Γ̄ over G′ that contains all the edges in Eα′ ∪ E′

C is

(v1, v
′
4, ᾱ

′
1), (v

′
4, v5, a/0), (v5, v

′
4, ᾱ

′
3), (v

′
4, v3, b/0), (v3, v

′
4, ᾱ

′
2), (v

′
4, v

′
3, b/0),

(v′3, v2, b/1), (v2, v
′
4, T̄2), (v′4, v

′
3, b/0), (v′3, v

′
2, b/1), (v′2, v2, a/1), (v2, v

′
4, T̄2),

(v′4, v′5, a/0), (v′5, v1, b/0)

Note that Γ̄ already starts at v1. Hence when we consider the path P̄ cor-
responding to Γ̄ given above, the input portion of Q̄ = label(P̄)D̄1/λ(s1, D̄1)
forms a checking sequence of length 40. Using the approach of [10], only the
transition tests for the edges (v1, v4, b/0) and (v3, v2, b/1) are found to be redun-
dant, since these are the only edges that occur as the last edges in R̄i’s. The
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v1 v2 v3 v4 v5

v′
1 v′

2 v′
3 v′

4 v′
5

T̄1

T̄2T̄3

T̄4 T̄5

a/0
b/0

a/1

b/0 a/1b/1 a/0b/0 a/0 b/0

ᾱ′
1

ᾱ′
2

ᾱ′
3

b/0 a/0 b/0b/1

Fig. 2. G′ = (V ′, E′) for M0. The nodes in V and U ′ are at the bottom, and at the
top respectively. The dashed lines are the edges in ET , and the dotted lines are the
edges in E′′. The edges in Eα′ ∪ EC are given in solid lines. The bold solid lines are
the edges in Eα′ ∪ E′

C , and the remaining solid lines are the edges in L.

checking sequence in this case is found to be of length 52, which is still shorter
than the checking sequence of length 63 that would be found by applying the
general method proposed in [9].

5 Conclusion

We have shown that, when α′–sequences are used in constructing a checking se-
quence, some transitions tests can be identified as redundant. Such tests are then
eliminated by the optimization algorithm used to construct a shorter checking
sequence, and hence a further reduction is obtained in the length of a resulting
checking sequence. We have also shown that our approach can identify more
redundant transition tests than the approach of a similar work given in [10].

The approach proposed in this paper starts with a given set of α′–sequences.
We believe that selecting α′–sequences judiciously will result in further reduc-
tions in the length of a checking sequence. A recent study by Hierons and
Ural [16] show how α′–sequences can be chosen so that their use minimizes
the sum of the lengths of the subsequences to be combined in checking sequence
generation. The related checking sequence generation algorithm then produces
the set of connecting transitions during the optimization phase. Our proposed
approach can also be incorporated to the method given in [16].
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Abstract. By Dini’s theorem on a compact metric space K any in-
creasing sequence (gi)i∈N of real-valued continuous functions converging
pointwise to a continuous function f converges uniformly. In this arti-
cle we prove a fully computable version of a generalization: a modulus
of uniform convergence can be computed from a quasi-compact subset
K of a computable T0-space with computable intersection, from an in-
creasing sequence of lower semi-continuous real-valued functions on K
and from an upper semi-continuous function to which the sequence con-
verges. For formulating and proving we apply the representation ap-
proach to Computable Analysis (TTE) [1]. In particular, for the spaces
of quasi-compact subsets and of the partial semi-continuous functions we
use natural multi-representations [2]. Moreover, the operator computing
a modulus of convergence is multi-valued.

1 Introduction

Many problems in Computer Science, e.g. about solid modelling, about the com-
putational complexity of fractals like the Mandelbrot set or Julia sets, about
fractal dimensions or about “degenerate configurations” in Algorithmic Geom-
etry, require a theory of real number computation. Furthermore, the increasing
demand for reliable and efficient software in scientific computation and engineer-
ing requires a broad and sound foundation not only of the numerical/analytical
but also of the computational aspects of real number computation. Computable
Analysis is a branch of computability theory studying those functions on the real
numbers and related sets which can be computed by machines such as digital
computers. It combines concepts of computability and computational complexity
from Logic and Computer Science with concepts of approximation from Topol-
ogy, Analysis and Numerical Analysis. Although Computable Analysis has been
neglected for a long time it moves more and more into focus of attention in Logic,
Computabilty Theory and Computer Science, and there has been remarkable
progress in recent years.

In this article we study computational aspects of Dini’s theorem which is one
of the fundamental theorems in Functional Analysis and General Topology. In
[3] it is formulated as follows.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 927–936, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



928 T. Grubba and K. Weihrauch

Theorem 1 (Dini).
Let E be a compact metric space. If an increasing sequence (gi) of real-valued
continuous functions on E converges to a continuous function f , it converges
uniformly to f .

Notice that (simple or pointwise) convergence means (∀x ∈ E)(∀ε > 0)(∃i)|f(x)−
gi(x)| < ε and uniform convergence means, there is a function e : N → N, a mod-
ulus of uniform convergence, such that (∀n)(∀x ∈ E)|f(x) − ge(n)(x)| < 2−n.

The first effective version of Dini’s theorem has been proved by Kamo [4]. He
works in the terminology introduced by Pour-El and Richards [5] using the defi-
nitions of an “effectively compact metric space” and of “computable sequence of
computable functions” introduced by Mori, Tsujii and Yasugi [6,7]. His theorem
is formulated as follows.

Theorem 2 (effective Dini, Kamo’ version). Let (M, d,S) be an effectively
compact metric space. Let (gn) be a computable sequence of real-valued functions
on M and f a computable real-valued function on M . If gn converges pointwise
monotonically to f as n → ∞, then gn converges effectively uniformly to f .

Roughly speaking, on a compact metric space with natural computability as-
sumptions on compactness and sequences of real-valued functions, there is a
computable modulus of convergence.

The representation approach to Computable Analysis,TTE [8,9,1] allows to
express more general versions of the form: there is a computable operator
mapping any compact set, any sequence (gi) of functions and any function f
(such that the Dini-assumptions hold) to a modulus of uniform convergence. In
particular, a computable operator maps computable data to computable ones.
S. Chevillard [10] has proved such a uniformly computable version of Dini’s
theorem for the real line.

In this article we generalize both, Kamo’s and Chevillard’s, versions. We con-
sider quasi-compact subsets of a computable T0-space with countable base, lower
semi-continuous real functions gi and an upper semi-continuous real function f
as inputs and prove that a modulus of uniform continuity is not only computable
if the inputs are computable but that it can be computed from the input data.

2 Preliminaries

In this article we use the framework of TTE (Type 2 theory of effectivity) [1]. A
partial function from X to Y is denoted by f : ⊆X → Y . We assume that Σ is
a fixed finite alphabet containing the symbols 0 and 1 and consider computable
functions on finite and infinite sequences of symbols Σ∗ and Σω, respectively. By
ι : Σ∗ → Σ∗ we denote the “wrapping function”. The definition of the wrapping
function guarantees that subwords ι(u) and ι(v) of a word w can overlap only
trivially. We consider functions for finite or countable tupling on Σ∗ and Σω

denoted by 〈 · 〉. By “�” we denote the subword relation. For p ∈ Σω let p<i ∈ Σ∗

be the prefix of p of length i ∈ N.
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Notations ν : ⊆ Σ∗ → X and representations δ : ⊆ Σω → X are used
for introducing relative continuity and computability on “abstract” sets X .
For convenient formulation of our main result we apply the concept of multi-
function. A multi-valued partial function, multi-function for short, from A to B
is a triple f = (A, B, Rf ) such that Rf⊆A × B (the graph of f). Usually we
will denote a multi-function f from A to B by f : ⊆ A ⇒ B. For X⊆A let
f [X ] := {b ∈ B | (∃a ∈ X)(a, b) ∈ Rf} and for a ∈ A define f(a) := f [{a}].
Notice that f is well-defined by the values f(a)⊆B for all a ∈ A. We define
dom(f) := {a ∈ A | f(a) �= ∅}

In our applications we have in mind, for a multi-function f : ⊆A ⇒ B, f(a)
is interpreted as the set of all results which are “acceptable” on input a ∈ A.
Any concrete computation will produce on input a ∈ dom(f) some element
b ∈ f(a), but usually there is no method to select a specific one. In accordance
with this interpretation composition is defined as follows: for f : ⊆A ⇒ B and
g : ⊆C ⇒ D define g ◦ f : ⊆A ⇒ D by

a ∈ dom(g ◦ f) : ⇐⇒ a ∈ dom(f) and f(a)⊆dom(g) (1)
g ◦ f(a) := g[f(a)] (2)

(Notice that (2) without (1) corresponds to ordinary relational composition of
Rf and Rg.)

For a representation δ : ⊆ Σω → M , if δ(p) = x then the point x ∈ M
can be identified by the “name” p ∈ Σω. We will have applications where a
sequence p ∈ Σω contains information about a point x which is sufficient for
some computation, although p does not identify x. We arrive at the concept
of multi-representation. A multi-representation of a set M is a surjective multi-
function δ : ⊆Σω ⇒ M .

A “naming system” is a notation or a (multi-)representation. Occasionally
we abbreviate ν(w) by νw and δ(p) by δp. A multi-representation can be consid-
ered as a naming system for the points of a set M where each name can encode
many points. We generalize the concept of realization of a function or multi-
function w.r.t. (single-valued) naming systems [1] to multi-representations as
follows [11]:

Definition 1.
For multi-representations γi : ⊆ Yi ⇒ Mi (i = 0, . . . , k), abbreviate Y := Y1 ×
. . .×Yk, M := M1× . . .×Mk, and γ(y1, . . . , yk) := γ1(y1)× . . .×γk(yk). Then a
function h : ⊆Y → Y0 is a (γ, γ0)-realization of a multi-function f : ⊆M ⇒ M0,
iff for all p ∈ Y and x ∈ M , x ∈ γ(p) ∩ dom(f) =⇒ f(x) ∩ γ0 ◦ h(p) �= ∅ .

The multi-function f is
– (γ, γ0)-continuous, if it has a continuous (γ, γ0)-realization,
– (γ, γ0)-computable, if it has a computable (γ, γ0)-realization.

Fig. 1 illustrates the definition.
If multi-functions on represented sets have realizations, then their composi-

tion is realized by the composition of the realizations. In particular, the com-
putable multi-functions on represented sets are closed under composition.
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Fig. 1. h(p) is a name of some y ∈ f(x), if p is a name of x ∈ dom(f)

3 The Spaces and Their Representations

Let νN : ⊆Σ∗ → N and νQ : ⊆Σ∗ → Q be some standard notations of the natural
numbers and the rational numbers, respectively. In the following we will abbrevi-
ate νQ(w) by w. If δ : ⊆Σω → M is a representation, the canonical representation
of the set of sequences Mω := {(x0, x1, x2, . . .) | xi ∈ M for all i} is defined by
the sequence of symbols [δ]ω〈p0, p1, p2, . . .〉 := (δ(p0), δ(p1), δ(p2), . . .) . Finally
we need a representation of the moduli of convergence. A modulus of conver-
gence will be a function e : N → N, hence e is an element of Baire space B. As
a representation of B we choose δB defined by δ−1

B (e) := 0e(0)10e(1)10e(2)1 . . ..
A topological space X = (X, τ) is a T0-space, if for all x, y ∈ X such that

x �= y there is an open set U ∈ τ such that x ∈ U ⇐⇒ y �∈ U . In a T0-
space every point can be identified by the set of its neighbourhoods U ∈ τ . X is
called second-countable, if it has a countable base [12]. We introduce computable
T0-spaces by adding a notation of a base.

Definition 2 (computable T0-space).
A computable T0-space is a tuple X = (X, τ, ν) such that (X, τ) is a second
countable T0-space and ν : ⊆Σ∗ → β is a notation of a base β of τ with recursive
domain.

The condition “dom(ν) is r.e.” is not properly weaker, since for every notation
with r.e. domain there is an equivalent one with recursive domain. In [1] Def.
3.2.1 a “computable topological space” is a triple S = (M, σ, ν′) such that ν′ :
⊆ Σ∗ → σ is a notation of a countable subbase σ of a T0-topology τ on M
such that {(u, v) | u, v ∈ dom(ν′) and ν′(u) = ν′(v)} is r.e. The set of finite
intersections of elements from σ is a base of τ . With the notation ν of this base
canonically derived from ν′ we obtain a computable T0-space.

Later we will need the following property of a computable T0-space.

Definition 3 (computable intersection).
A computable T0-space has a computable intersection, iff there is a computable
function h : ⊆Σ∗ × Σ∗ → Σω such that

ν(u) ∩ ν(v) =
⋃

{ν(w) | w ∈ dom(ν) and ι(w) � h(u, v)} (3)

for all u, v ∈ dom(ν).
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If ν is deduced from a notation of a subbase, the computability of the intersection
follows immediately.

For formulating our version of Dini’s theorem we need the following com-
putable T0-spaces on the real numbers.

Definition 4.
Define computable T0-spaces R< and R> by

R := (R, τR, I1) with τR := {(x; y) | x, y ∈ R}
and I1(ι(v)ι(w)) = (νQ(v) − νQ(w); νQ(v) + νQ(w)) ,

R< := (R, τ<, ν<) with τ< := {(x;∞) | x ∈ R} , ν<(w) := (νQ(w);∞) ,
R> := (R, τ>, ν>) with τ> := {(−∞; x) | x ∈ R} , ν>(w) := (−∞; νQ(w)) .

Obviously, R< and R> are computable T0-spaces. The natural representation
for R> is ρ>, defined by ρ>(p) := inf{νQ(w) | w ∈ dom(νQ) and ι(w) � p}.
If τ is an arbitrary topology, the (τ, τ<)-continuous and the (τ, τ>)-continuous
functions are called lower semi-continuous and upper semi-continuous, respec-
tively.

For computable T0-spaces X and X′ let Cp(X,X′) be the set of all continuous
partial functions from X to X ′. As an example consider the set Cp(R<,R<).
Since the identity idR is in Cp(R<,R<), f ∈ Cp(R<,R<) for each restriction
f of idR. The set of these restrictions has the cardinality of the powerset of R.
Therefore, Cp(R<,R<) has more elements than Σω and has no representation.
We can, however, introduce a sufficiently meaningful multi-representation of this
set.

Definition 5 (the multi-representation δX,X′ of Cp(X,X′)).
For all p ∈ Σω and f ∈ Cp(X,X′) let

f ∈ δX,X′(p) : ⇐⇒ (∀ v ∈ dom(ν′))f−1[ν′(v)] =
⋃

(u,v)∈Qp

ν(u) ∩ dom(f)

where Qp := {(u, v) ∈ dom(ν) × dom(ν′) | ι(ι(u)ι(v)) � p} is the set “listed” by
p ∈ Σω.

Notice that every continuous function f : ⊆X → X ′ has at least one δX,X′-name
and that every δX,X′-name p of f is also a δX,X′ -name of each restriction of f .
This representation has already been used for metric spaces in [13].

A subset K of a T0-space (X, τ) is called quasi-compact, if every open cover
of K has a finite subcover, i.e., if for any subset ζ⊆τ , K⊆

⋃
ζ, then K⊆

⋃
ζ′

for some finite subset ζ′ of ζ [12]. For a computable T0-space X = (X, τ, ν) let
QK(X) be the set of all quasi-compact subsets of X .

In the following we generalize the representation κc of the compact subsets
of the Euclidean space [1] and δcover of the compact subsets of a computable
metric space [14] defined by listing all finite subcovers from a countable base.
For the space R> the set QK(R>) is too big (see below) and cannot have a
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representation. In particular, a quasi-compact set in R> cannot be identified
by the set of all finite subcovers of base elements. However, we can define a
meaningful multi-representation.

Definition 6 (the multi-representation κX of QK(X)).
Let X = (X, τ, ν) be a computable T0-space. Define a multi-representation κX :
⊆Σω ⇒ QK(X) as follows. For all q ∈ Σω and K ∈ QK(X) let

K ∈ κX(p) : ⇐⇒ {w ∈ Σ∗ | ι(w) � p} = {w ∈ Rν | K⊆
⋃

ι(u)�w

ν(u)}

where Rν := {w ∈ Σ∗ | (∀u)[ι(u) � w ⇒ u ∈ dom(ν)]}.
Roughly speaking, p is a name of K, if it is a list of all (!) finite subcovers of K
with base elements. The example of R> shows that a κX-name p may denote
more than one quasi-compact set.

Example 1 (multi-representation κR> of QK(R>)).
Consider the computable T0-space R> = (R, τ>, ν>). A set K⊆R is quasi-
compact iff it has a maximum.

Suppose, K⊆R has maximum m. Then for each cover of K with open intervals
(−∞; νQ(w)) there exists a νQ(w0) with m < νQ(w0) and K⊆(−∞; νQ(w0))
which is a finite subcover. If on the other hand K⊆R has no maximum and
(νQ(wi))i∈N is an increasing sequence converging to the supremum of K then
K⊆

⋃
{(−∞; νQ(wi) | i ∈ N)} but there is no finite subcover of K.

Since our basis of R> is closed under union, a κR>-name q of a set K⊆R

with maximum x ∈ R is, roughly speaking, a list of all a ∈ Q such that x < a.
It is a name also of every other set with the same maximum x.

While for a T0-space the representation κX may be properly multi-valued, for
a T1-space it is single-valued. Consider quasi-compact sets K, L⊆X such that
K �= L. Then w.l.o.g., x ∈ L \K for some x. By the T1-property for each y ∈ K
there is some wy such that y ∈ ν(wy) and x �∈ ν(wy). Since K⊆

⋃
y∈K ν(wy),

K has a finite covering of base elements not containing x. This covering cannot
cover L. (A similar argument shows that every compact subset of a Hausdorff
space is closed.)

4 Dini’s Theorem

As the main result of this article we will prove the following computable version
of Dini’s theorem.

Theorem 3 (Dini’s theorem, computable version).
Let X = (X, τ, ν) be a computable T0-space with computable intersection. Define
a multi-function

MOD : ⊆Cp(X,R>) × [Cp(X,R<)]ω ×QK(X) ⇒ B

as follows: e ∈ MOD(f, (gi), K), iff
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1. K⊆dom(f) and K⊆dom(gi) for all i ∈ N,
2. gi(x) ≤ gi+1(x) for all x ∈ K and i ∈ N,
3. limi→∞ gi(x) = f(x) for all x ∈ K,
4. e : N → N is a modulus of uniform convergence of the sequence (gi)i∈N

converging pointwise to f .

Then MOD is (δX,R> , [δX,R< ]ω, κX, δB)-computable.

We will proceed as follows. From (gi) and f we compute the sequence (hi)
such that hi := f − gi. This is a decreasing sequence of real-valued (τ, τ>)-
continuous functions on K converging pointwise to 0. By Lemma 1, a slight
generalization of Dini’s theorem, this sequence converges uniformly on K to 0.
Therefore, the sequence (mi), mi := max{hi(x) | x ∈ K} is decreasing and
converges to 0. Since mi = max{f(x)− gi(x) | x ∈ K} every modulus of conver-
gence of (mi) is a modulus of uniform convergence of (gi) and vice versa. Since
mi = max hi[K] we first compute the compact sets hi[K] in R>, then their
maxima and finally a modulus of convergence of the sequence of maxima.

Some of the following lemmas are of interest by themselves. First we prove
a non-effective generalization of Dini’s theorem for quasi-compact sets and the
space R>.

Lemma 1. Let (E, τ) be a quasi-compact space and let (hi) be a decreasing
sequence of real-valued (τ, τ>)-continuous functions converging pointwise to 0.
Then the sequence (hi) converges on E uniformly.

Proof. Consider n ∈ N. Then (∀x)(∃ix)(∀i ≥ ix)hi(x) < 2−n. We obtain
E⊆

⋃
x∈E h−1

ix
(−∞; 2−n). Since E is quasi-compact, E⊆

⋃
x∈F h−1

ix
(−∞; 2−n) for

some finite set F⊆E. Let k := max{ix | x ∈ F}. Then hk(x) < 2−n for all x ∈ E
since h−1

ix
(−∞; 2−n) < h−1

k (−∞; 2−n) for all x ∈ F .

The following lemma will be used to compute differences of semi-continuous real
functions.

Lemma 2 (effective difference).
Let X = (X, ν) be a computable T0-space with computable intersection. The
operation DIF : (f, g) +→ f − g where f − g is defined by

(f − g)(x) := f(x) − g(x) and dom(f − g) := dom(f) ∩ dom(g)

for f ∈ Cp(X,R>), g ∈ Cp(X,R<) and g(x) ≤ f(x) for all x ∈ dom(f)∩dom(g)
is (δX,R> , δX,R< , δX,R>)-computable.

Proof. Suppose f ∈ δX,R>(p) and g ∈ δX,R<(q), then

f−1[(−∞; w)] =
⋃

(u,w)∈Qp

ν(u) ∩ dom(f)

and
g−1[(w;∞)] =

⋃
(v,w)∈Qq

ν(v) ∩ dom(g)
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for all w ∈ dom(νQ). For x ∈ dom(f − g) and c ∈ dom(νQ) we have

(f − g)(x) < c
⇐⇒ f(x) − g(x) < c

⇐⇒ (∃a, b ∈ dom(νQ))a < g(x) ∧ f(x) < b ∧ b − a < c

⇐⇒ (∃a, b ∈ dom(νQ))g(x) ∈ (a,∞) ∧ f(x) ∈ (−∞; b) ∧ b − a < c

⇐⇒ (∃a, b ∈ dom(νQ))x ∈ g−1(a,∞) ∩ f−1(−∞; b) ∧ b − a < c

⇐⇒ (∃a, b ∈ dom(νQ))x ∈ (
⋃

(v,a)∈Qq

ν(v)) ∩ (
⋃

(u,b)∈Qp

ν(u)) ∧ b − a < c

and therefore

(f − g)−1[(−∞; c)] =
{
ν(v) ∩ ν(u) |

(∃a, b ∈ dom(νQ), b − a < c).(v, a) ∈ Qq, (u, b) ∈ Qp} ∩ dom(f − g)
}

.

Therefore, using a computable function h realizing the intersection on the basis
(Def. 3) a machine M0 can be found which on input (p, q, c) lists a set Jc⊆dom(ν)
such that (f −g)−1(−∞; c) =

⋃
{ν(t) | t ∈ Jc}∩dom(f −g). From M0 a machine

M can be determined which computes a δX,R> -name of f − g from (p, q).

Classically, the continuous image of a compact set is compact. A computable
version has been proved for Euclidean space in [1] and for computable metric
spaces in [15]. In the following we prove a fully computable version for quasi-
compact spaces.

Lemma 3 (continuous image of quasi-compact spaces).
Let X = (X, τ, ν) and X′ = (X ′, τ ′, ν′) be computable T0-spaces with multi-
representations κX and κX′ of QK(X) and QK(X′), respectively. Then the op-
eration IM : (f, K) +→ f [K] for f ∈ Cp(X,X′) and quasi-compact K⊆dom(f) is
(δX,X′ , κX, κX′)-computable.

Proof. Suppose f ∈ δX,X′(p), K ∈ κX(q) and K⊆dom(f). We want to compute
a list of all w′ ∈ Rν′ such that f [K]⊆

⋃
ι(v)�w′ ν′(v). For any w′ ∈ Σ∗ such that

v ∈ dom(ν′) for ι(v) � w′,

f [K] ⊆
⋃

{ν′(v) | ι(v) � w′}

⇐⇒ K ⊆f−1
⋃

{ν′(v) | ι(v) � w′}

⇐⇒ K ⊆
⋃

{ν(u) | (∃ v)(ι(v) � w′ and (u, v) ∈ Qp)} ∩ dom(f)

(see Def. 5). Since K⊆dom(f) the “∩dom(f)” can be omitted. Since K is quasi-
compact, finitely many u such that (∃ v)(ι(v) � w′ and (u, v) ∈ Qp) cover K.
Since q is a list of all finite covers of K, there is some w ∈ Rν (see Def. 6) such
that ι(w) � q and (∀u, ι(u) � w)(∃ v)(ι(v) � w′ and (u, v) ∈ Qp)). Therefore,
the last property is equivalent to

(∃w ∈ Rν)(ι(w) � q and (∀u, ι(u) � w)(∃ v)(ι(v) � w′ and (u, v) ∈ Qp))(4)
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There is a Type-2 machine M which on input (p, q) produces a list of all words
w′ ∈ Rν′ for which (4) is true. If (4) is true for w′ then this follows already from
finite prefixes of p and q. Let M be a machine which on input (p, q) operates in
stages i = 1, 2, . . . as follows. Stage i: for each word w′ ∈ Rν′ of length ≤ i check
whether (4) can be verified by reading only the first i symbols from p and from
q. Whenever the answer is positive write ι(w′) on the output tape. In this way
the machine produces a list of all names w′ of finite covers of f [K]. Therefore,
the function fM : ⊆Σω × Σω → Σω realizes IM.

Lemma 4 (effective maximum).
The operation MAX : K +→ max[K] for K ∈ QK(R>)\∅ is (κR> , ρ>)-computable.

Proof. For K ∈ κX(p) with maximum m ∈ R, p is a list of all a ∈ Q such that
m < a and and these upper bounds approach max(K) arbitrarily closely from
above. Therefore p can be interpreted as a ρ>-name of m.

Lemma 5. The multi-function MC : ⊆R>
ω ⇒ B mapping each decreasing se-

quence of real numbers which converges to 0 to a modulus of convergence is
(ρω

>, δB)-computable.

Proof. There is a Type-2 machine M which on input 〈p0, p1, . . .〉, pi ∈ dom(ρ<)
operates in stages n = 0, 1, . . . as follows. Stage n: find the smallest number k
such that there are w ∈ dom(νQ) and i ≤ k such that ι(w) � p<k

i and νQ(w) <
2−n. Then print 0i1. Since (ρ>(pi)) decreases and converges to 0, for each n
there are numbers i, k and a word w ∈ dom(νQ) such that i ≤ k, ι(w)� p<k

i and
νQ(w) < 2−n. In this case, ρ>(pj) < 2−n for all j ≥ i. Therefore, M prints the
δB-name of a modulus of convergence of the sequence (ρ>(pi)).

Now we can proof Theorem 3:

Proof. Let X = (X, τ, ν) be a computable T0-space with computable inter-
section. Notice that the function T : ((hi), j) +→ hj is ([δX,R> ]ω, νN, δX,R>)-
computable. For f ∈ Cp(X,R>), gi ∈ Cp(X,R<), K ∈ QK(X) \ ∅ and i ∈ N,
the function

(f, (gi), K, j) +→ max(f − gj)[K]

is (δX,R> , [δX,R< ]ω, κX, νN, ρ>)-computable by Lemma 2, 3 and 4, since max(f−
gj)[K] = Max(IM(DIF(f, T((gi), j), K)). Therefore, the function

(f, (gi)i∈N, K) +→ (mi)i∈N where mi := MAX(IM(DIF(f, gi), K))

is (δX,R> , [δX,R< ]ω, κX, [ρ>]ω)-computable. Finally by composition with the com-
putable multi-function MC from Lemma 5 we obtain a (δX,R> , [δX,R< ]ω, κX, δB)-
computable function which computes a modulus of convergence whenever K �= ∅.

Let M0 be a machine realizing this function w.r.t. (δX,R> , [δX,R< ]ω, κX, [ρ>]ω).
If κX(r) = ∅ then ι(w)�r for some w ∈ Rν such that ι(u)�w for no u ∈ Σ∗. Let
M be a machine which works like M0 and simultaneously by reading r checks
whether κX(r) = ∅. As soon as this has been detected, M continues writing
111 . . . forever. (Notice that any function e : N → N can be chosen as a modulus
of convergence if K = ∅.) This machine computes a realization of our function
MOD. Therefore, MOD is (δX,R> , [δX,R< ]ω , κX, δB)-computable

We state without proof that Kamo’s theorem 2 is a special case of Thm. 3.
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Abstract. We present an optimized version of the quantum random walk simu-
lation algorithm. Our approach can be generalized to optimize any quantum 
simulation in which the linear combination rule is used to simulate a collection 
of constituent Hamiltonians. The method involves manipulation of the order in 
which the constituent Hamiltonians are simulated for small durations in the it-
erative step of the simulation algorithm. An analysis to illustrate the benefits of 
the new approach in oracle-based simulations is also given.  

1   Introduction 

Determining the problems which quantum computers can solve qualitatively faster 
than classical computers is a central issue in the field of quantum computation. Most 
of the quantum algorithms which exhibit exponential speedup over the best known 
classical algorithm for the same task, including Shor's algorithm for factorization [6], 
are based on the quantum Fourier transformation (QFT) method. A quantum algo-
rithm which does not involve the QFT and yet is able to provide exponential speedup 
over its classical counterparts was demonstrated very recently, [1] and it is based on 
the concept of quantum simulation. 

The task of simulating quantum systems is among the first classically difficult 
problems for which quantum computers were expected to provide means of efficient 
solutions [2]. In 1996, Lloyd showed that a quantum system which evolves according 
to local interactions could be simulated efficiently by quantum computers, and pro-
posed a method for the quantum simulation of such systems [4]. (A conventional 
quantum circuit model of the quantum simulation algorithm can be found in [5].) 
Since then, several applications for quantum simulation have been proposed, and 
various ideas have been developed to improve simulation capabilities.  

Several groups of researchers have proposed their models for using quantum simu-
lation to implement quantum analogues of the classical random walk algorithms, 
which have a wide application area in the classical framework. It is common to state 
that the quantum versions of random walk algorithms have significantly different 
features and require qualitatively shorter time to reach the desired state, when com-
pared to the classical random walk algorithms. The key result about quantum random 
walks is that for certain problems they provide exponentially faster solutions com-
pared not only to classical random walk algorithms but also to any classical algo-
rithm. This is a very important result since only QFT-based algorithms had previously 
been shown to provide this speedup. 

The exponential speedup provided by quantum random walks was first demon-
strated in [1]. This is done by first introducing a problem that can not be solved in 
sub-exponential time by classical algorithms, and then by showing how quantum 
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random walk simulations could be used to solve it efficiently. The problem is an ora-
cle problem defined on a graph theoretical framework and the proposed algorithm 
produces probabilistic results. In this paper, an improvement in the method to solve 
this problem will be demonstrated. 

The rest of the paper is structured as follows: Section 2 presents a description of 
the problem. A summary of the solution proposed in [1] is given in Section 3. The 
details of our proposed improvement are explained in Section 4. Section 5 contains an 
analysis of the benefits of this technique when several additional limitations are im-
posed on the oracle calls that the simulator can perform. Section 6 is a conclusion. 

2   The Problem  

The problem is a black box graph traversal problem defined on the graphs Gn of a 
specific form. Gn consists of two binary trees of height n, connected by a random 
cycle that alternates between the leaves of the two trees. The cycle is arranged in a 
way that every leaf of a tree is connected to two of the leaves of the other tree. Fig. 1 
contains a typical graph of the form G4.  

 

ENTRANCE EXIT

 

Fig. 1. Two binary trees of height four connected by a random cycle form an example of G4 

The problem assumes the existence of a black box, the functionality of which 

would be better understood after the following definitions. Let ( ) ( )( )GEGVG ,=  be 

a graph with N vertices. Let m be such that Nm >2 . Assign each vertex ( )GVu ∈  a 

distinct m-bit string as its name. (Do not assign m11..11 =  as the name of any vertex.) 
Let k be at least as large as the maximum vertex degree in G. For each vertex 

( )GVu ∈ , assign the outgoing edges of u labels from a set L of size k.  

( )ucv  is defined as the adjacent vertex of { }m,u 10∈ , reached by following the 

outgoing edge labeled by Lc ∈ . If ( )GVu ∉  or if u does not have an outgoing edge 

labeled by c, then ( ) 1..11=ucv . The black box takes { }mu 1,0∈  and Lc∈  as its in-

puts, and returns ( )ucv  as its output. Finally, a formal definition of the graph traversal 
problem is as follows: 
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Let G be a graph and ENTRANCE and EXIT be two vertices of G. The input of the 
traversal problem is a black box for G and the name of the ENTRANCE. The output is 
the name of the EXIT. 

So the task is to develop an efficient mechanism which, when given the name of 
the ENTRANCE node, can manage to find out the name of the EXIT node by querying 
the black box. 

3   The Quantum Walk  

In [1], it is shown that the instances of the problem described above can be efficiently 
solved to any accuracy by a quantum algorithm, and no classical algorithm can do the 
same in sub-exponential time. The algorithm depends on successively using the quan-
tum simulation algorithm presented in [5] to simulate the quantum random walk on 
the graph for a duration randomly chosen from a predefined interval. At the end of 
each simulation, a control is made to test if the measured value is the desired result or 
not. The overall algorithm is shown to work correctly and in an efficient manner. The 
quantum walk implementation of this algorithm will be of consideration here.   

In order to apply the simulation algorithm to the quantum walk, first there is the 
need for an appropriate representation of the system, then the Hamiltonian which 
governs the random walk should be identified in terms of local interactions, and fi-
nally, it should be shown how to simulate each of these local interactions. Sections 
3.1, 3.2 and 3.3 show how these can be done for a symmetrically labeled graph, where 
both vertices incident to an edge label it with the same name. (In the case of asymmet-
ric labeling, it is possible to use a modified version of the same methods. For details, 
see [1].) In section 3.4, a conventional circuit model of the quantum walk simulation 
algorithm will be described. 

3.1   The Representation 

The Hilbert space for the quantum walk simulation is spanned by states of the form 
rba ,, , where  a  and  b  are m-bit strings, and r is a bit. The states of the form 

0,0,u  correspond to the vertices )(GVu ∈ . 

The subroutines which perform the black box queries will be denoted cV  for every 

Lc∈ , and they will function as 

)(),(,,, acfracvbarbacV ⊕⊕= , (1) 

where 
=
≠

=
1...11)(1

1...11)(0
)(

acv

acv
acf . 

3.2   The Identification of the Local Interactions 

The quantum evolution in N dimensional Hilbert space spanned by ( )GV  can be ana-
lyzed in close analogy to a continuous Markov process [3], for which the probability 
of jumping to any adjacent vertex in a time ε  is defined to be γε  in the limit case 

where 0→ε . In the quantum case, the overall system is governed by the Schrödinger 
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equation, which describes the time evolution of the system by relating the derivative 
of the state vector α  to the Hamiltonian H  of the system. 

αα H
dt

d
i =h  (2) 

If the state at time t  is given by ( )
a a atα , then the individual entries Hab of the 

Hamiltonian can be related to the entries in the state vector as in (3), assuming that 
one gets rid of the Planck constant in the usual way. Hence it would be easiest to use 
the derivative of the state vector to identify the Hamiltonian of the system.  

=
b

baba tHt
dt

d
i )()( αα

 
(3) 

The states for a random walk on a graph stand for the vertices of the graph, and the 
transitions between these states are ruled by the edge set of the graph, since there is a 
chance of jumping only between the adjacent vertices. 

∈
=

otherwise0

)()(if GEa,b
H ab

 
(4) 

In other words, H is the adjacency matrix of the graph times γ . Therefore, simulating 
the random walk on a graph for a time tΔ  is equivalent to simulating γ  times the 
adjacency matrix of this graph for this duration. However, the structure of the graph is 
not explicitly given. It is available only through access to a black box. So it is neces-
sary to redefine the Hamiltonian H of the system, without referring to the structure of 
the graph, but with the freedom to use the black box queries. 

∈Lc
cc TVV †  can be shown to satisfy these conditions where T  is given by (5) and 

),( nmS  is the usual swap operator between the m'th and n'th qubits [1]. ( †A denotes the 
adjoint or the complex conjugate transpose of the matrix A.) 

00... )2,()2,2()1,1( ⊗⊗⊗⊗= ++ mmmm SSST  (5) 

The equivalence of 
∈Lc

cc TVV †  and γ/1  times H is trivial with the fact that they both 

map 0,0,a  to 
∈ )()(:

0,0),(
GVavc
c

c

av . Let 1=γ  for simplicity, then H can be written as a 

sum of constituent Hamiltonians ccc TVVH †= , one for each Lc∈ . The linear combi-

nation rule of quantum simulation [1] suggests that tiHe Δ−  can be efficiently imple-
mented if there is an efficient way of simulating Hc for each Lc∈ . 

3.3   The Simulation of Local Terms 

Each of the local terms specified above yield the same unitary structure 
tTViVtiH ccc ee Δ−Δ− =

†

. So, in order to show that H can be simulated efficiently, it is suf-
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ficient to show that tTViV cce Δ− †

 can be implemented efficiently for arbitrary Lc∈ . We 
can use the unitary conjugation rule of quantum simulation [1] to write 

c
tiT

c
tTViV VeVe cc Δ−Δ− = ††

. Since Vc’s for every Lc∈  are provided as accesses to the 

black box, it remains only to show that T can be efficiently simulated. The circuit in 
Fig. 2 employs an extension of the simulation method suggested in [5] to simulate T 
for duration tΔ . (See [1] for the description of the unitary operator W.) 
 

a1

W

W

W W

W

W

b1

a2

b2

am

bm

r

0 -iZΔte  

Fig. 2. The circuit for simulating T  for duration tΔ . The circuit contains an ancilla qubit. 

3.4   The Circuit Model for Quantum Walk Simulation 

Circuit models are often useful to visualize quantum algorithms. The circuit model for 
the quantum walk simulation algorithm is easy to construct, however, it is not so easy 
to display without the use of some shortcuts to abbreviate circuit segments.  

 

cV iTΔte cV+
ma

1a

1b

mb

r  

Fig. 3. A circuit simulating ccc TVVH †=  for duration tΔ   

In the core of the model, there is the circuit shown in Fig. 2. If it is denoted as a 

component labeled by tiTe Δ− , then the circuit which simulates ccc TVVH †=  can be 

constructed as in Fig. 3. 
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Let L = {l1, l2,…, lk}, in which case it is natural to name the local Hamiltonians as 
H1, H2,…, Hk, so that H = H1 + H2 +…+ Hk. Then the overall circuit can be drawn as 

in Fig. 4, where the circuit which simulates ccc TVVH †=  for a duration tΔ  is shown 

as a component labeled tiHce Δ− , for each Llc ∈ . The circuit divides the total simula-

tion time t into r equal slices of tΔ , then in each iteration it successively simulates 
each of H1, H2,…, Hk for time tΔ . The number of slices and hence the duration of 
each individual simulation, tΔ , are dependent on the accuracy expected from the 
simulation. More slices would mean more accurate simulation. 

 

iH1e Δt- iHke Δt- iH1e Δt- iHke Δt- iH1e Δt- iHke Δt-
a
b
r

iteration 1 iteration 2 iteration r

 

Fig. 4. Each of the r iterations contain successive simulations of H1, H2,..., Hk. Initially the 
register a is set to contain the name of the ENTRANCE node, register b is set to 00..0 and the 
qubit r is set to 0.   

In [1], it is shown that simulating the random walk for duration t with precision ε  

requires ( )ε22tkO  black box queries and ( )εmtkO 22  auxiliary operations. It is also 

shown that for sufficiently large n, running the quantum walk for a time uniformly 

chosen in [ ]ε2,0 4n  and then measuring in the computational basis yields a probability 

of finding the EXIT that is greater than )21(
2

1 ε−
n

. When combined, these two results 

enable one to construct a quantum algorithm that solves the traversal problem on the 
graphs of type Gn with use of polynomial number of calls to the black box and poly-
nomial number of one- and two-qubit gates. 

4   An Improvement on the Quantum Walk Implementation      

The complexity of a quantum algorithm is measured in terms of the number of con-
ventional quantum gates and oracle calls (if any) that it needs to solve a problem. A 
reduction in these numbers is often regarded as a valuable optimization. The quantum 
walk simulation algorithm introduced above is open to such optimization in several 
ways. Here is a discussion of such an effort to improve this algorithm: 

The simulation algorithm is based on the trivial fact that the Hamiltonian H, which 
governs the random walk, can be written as a sum of several smaller Hamiltonians Hc 
where Lc∈ . The iterative part of the algorithm is the successive simulation of these 
smaller Hamiltonians for small time slices. The order in which these simulations will 
take place is not specified anywhere. It is natural to ask whether this order of simula-
tions can serve as an instrument for a possible optimization.  
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A simple idea is to start each iteration (with the trivial exception of the first one) 
with the simulation of that Hc which was the last in the previous iteration. This can be 
achieved by simply reversing the order at each iteration. In other words the simulation 
should run like H1, H2,…, Hk, Hk, Hk-1,…, H1, H1, H2,…, Hk,… and so on. If this 
method is applied, two successive simulations of the same Hamiltonian occurs r−1 
times, like in the cases of Hk, Hk and H1, H1. Two successive simulations of a Hamil-

tonian, which is of the form ccc TVVH †= , bring in a potential for optimization: 

cccccccc TTVVTVVTVVHH ††† == .  

cV iTΔte

ma

1a

1b

mb

r

iTΔte cV

 

Fig. 5. Two successive simulations of Hc : cccccccc TTVVTVVTVVHH ††† ==  

With this optimization, the number of oracle calls needed for these successive 
simulations is reduced by half. The ratio of the improvement in the overall algorithm 
is dependent on k, the number of local interactions that make up the global Hamilto-
nian H . Each iteration of the old method requires 2k oracle calls, while this number 
is reduced to 12 −k  for the first and last iterations, and to 22 −k  for the others with 
this new method. The maximum vertex degree for the sort of graphs contained in our 
problem is three, so k can be taken to be 3 for this problem. In this case, the total 
number of oracle calls is reduced by a factor in the order of one thirds of that number 
for the original algorithm, which is a valuable optimization, considering how hard it is 
to build quantum computers. However the circuit shown in Fig. 5 is open to further 
improvement. A more detailed look (as in Fig. 6) at the center of this circuit would 
reveal the idea. 

Fig. 6 offers an opportunity to improve the circuit by canceling the unitary operator 
mW ⊗  and its adjoint, which, when applied one after another, act as the identity  

 

a1

W

W

W W

W

W

b1

a2

b2

am

bm

r

0 -iZΔte

W

W

W W

W

W

-iZΔte  

Fig. 6. The circuit for two successive simulations of T  is open to improvement 
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operator. Then a further improvement becomes trivial by canceling the Toffoli gates 
to produce a circuit where two of the components for simulating the Pauli Z  operator 
for duration tΔ  come together at the center. A natural choice is to replace these gates 
with a simulation of the Pauli Z  operator for duration tΔ2 . Then we end up with a 

circuit like the one in Fig. 2, but with a controlled tiZe Δ− 2  gate instead of a controlled 
tiZe Δ−  gate in the middle. Now it is also apparent that the circuit in Fig. 5 simulates 

cH  for time tΔ2 . 

The new algorithm is depicted in Fig. 7. This is an improvement over the old algo-
rithm, not only because it is computationally less expensive, but also because it elimi-
nates more failures due to potential problems in physical implementations. 

 

iH1e Δt- -iH
3e 2Δt

a
b
r

iteration 1 iteration 2 iteration r

iH2e Δt- iH2e Δt- -iH
1e 2Δt -iH

1e 2Δt iH2e Δt- -iH
3e Δt

 

Fig. 7. The circuit that simulates random walk on the graphs Gn (odd r is assumed) 

5   Performance Analyses for Various Oracle Conditions 

The introduced method can be more beneficial for solving slightly modified versions 
of the original black box problem. This section briefly discusses several such cases. 

As the first example, consider a problem that is the same as the original one, except 
that this time, the costs for the oracle queries are not uniform, with different costs 
associated with querying the oracle for different edge labels. In this case, the im-
proved algorithm performs better if it economizes on the types of calls which are 
more expensive. To achieve the best performance, the simulation should start the first 
iteration with the second most expensive label and end with the most expensive one. 
Then reversing this order at each iteration would save an oracle query which is of one 
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Fig. 8. (a) The ratio of the total costs over the ratio of different query costs. (b) The ratio of the 
total number of iterations over the number of different labels when the number of allowed 
oracle calls is held constant. 
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of the most expensive types. The ratio of improvement with respect to the original 
algorithm is dependent on how the costs are distributed. A simplified scenario con-
tains three labels, two of which have the same cost (denoted as cost1 in Fig. 8), which 
is z times as big as the cost of the third one (denoted as cost2). Fig. 8.a contains a 
sketch of the ratio of improvement in total cost against the ratio of the individual label 
costs for this simplified scenario. For uniform label costs, the improvement over the 
original algorithm is in the order of one thirds of the total cost for the original  
algorithm, while that ratio increases to a half with the increase in the ratio of the  
nonuniform costs. 

Another interesting case occurs when the number of oracle queries that a simula-
tion algorithm can perform is limited. Several variations of this scenario can be con-
sidered. The most interesting alternative imposes independent limits for queries of 
different labels. The performance criterion in such a case is the precision of the simu-
lation, which is a polynomial function of the number of iterations that the simulation 
can run. The maximum number of iterations that the original algorithm can run is half 
the number of the allowed queries for the label with the tightest limitation. The im-
proved algorithm can be adjusted to run for twice as many iterations (if limitations on 
other labels are not so tight) and hence returns more precise results. For a better com-
parison of the two algorithms, the maximum number of queries allowed for each label 
should be taken to be the same. The number of iterations that the original algorithm 
can run is half that number. The performance of the improved algorithm is dependent 
on the number of labels k, as depicted in Fig. 8.b. For large k ’s, the two algorithms 
return similar results, while for small k ’s, the improved algorithm can run notably 
more iterations, which means better precision.  

Various other scenarios can be constructed, where the improved algorithm can be 
shown to perform significantly better than the original one. The overall improvement 
in complexity, together with a flexibility that can be used in favor of more preferable 
types of queries can be seen to be the reasons for that improved performance.  

6   Conclusion      

It is evident that the optimization technique presented in this paper is not limited to 
the simulation of quantum random walks, but it can be generalized to optimize any 
quantum simulation, not necessarily involving oracle calls, in which the linear combi-
nation rule is used to simulate a collection of constituent Hamiltonians. A straightfor-
ward extension of the previous analysis shows that the performance gain that would 
be achieved through the use of this technique is inversely proportional to the number 
of constituent Hamiltonians of the simulated system, and the quantum random walk of 
[1], where this number is only three, is a particularly suitable example for demonstrat-
ing a significant gain. 
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Abstract. Exact inference problem in belief networks has been well
studied in the literature and has various application areas. It is known
that this problem and its approximation version are NP-hard. In this
study, an alternative polynomial time transformation is provided from
the well-known vertex cover problem. This new transformation may lead
to new insights and polynomially solvable classes of the exact inference
problem in Bayesian belief networks.

1 Introduction

Belief networks constitute a framework that enables us to analyze the causal
relationships between the events. Belief networks have generally been applied to
problems when there is uncertainty in the data or in the knowledge about the
domain, and when being able to reason with uncertainty is important. This prob-
lem area overlaps with conventional knowledge based system technology, with
its uncertainty handling facilities, and with fuzzy logic. Belief nets have been ap-
plied particularly to problems that require diagnosis of problems from a variety
of input data (often from sensors). A few examples of fielded systems include
medical diagnostic systems, real-time weapons scheduling, fault diagnosis in pro-
cessors, troubleshooting and many others. They also provide a powerful tool for
simulating the interactions between physical, social and economic variables [1].
Although belief networks are no substitute for high quality fieldwork, it is clear
that they provide a mathematical framework that facilitates interdisciplinary
data capture and analysis.

It has been shown that both exact inference problem in Bayesian belief net-
works (EIBBN) and its approximate version are NP-hard. In this study, an al-
ternative transformation from the well-known vertex cover problem is provided
to show that EIBBN is NP-hard.

In what follows, we will first describe EIBBN formally. In the following section
a short review on the complexity of the problem is provided. After that, the
proposed transformation will be described. Finally we will discuss the possible
consequences of this transformation.

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 947–955, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Exact Inference Problem in Bayesian Belief Networks

A belief network is a directed graph whose nodes correspond to random variables.
The arcs describe the existence of causal relations between the random variables.
In other words, nodes are connected by causal links that point from parent nodes
(causes) to child nodes (effects). Each node has a conditional probability table
that quantifies the effects that the parents have on the node. A state of the node
is the random variable that demonstrates the condition or the value of the node.

Exact inference problem in a belief network is the process of computing
P r(V = v|E = e), or simply P r(v|e) where v is a value of a variable V and
e is an assignment of values to a set of variables E in the belief network. e is also
called evidence or observation. In other words, it involves the computation of the
conditional probability for a certain node given the values of a subset of other
nodes. In the remainder of this paper, we will use the well-known definitions of
[2] for computational complexity concepts. To clarify the definition of EIBBN,
a simple example will be introduced next.

T

F 0.5

0.9

0.5

0.1

C P (S = F ) P (S = T )

P (C = F ) P (C = T )
0.5 0.5

Cloudy

Sprinkler Rain
T

F 0.8

0.2

0.2

0.8

C P (R = F ) P (R = T )

S R P (W = F ) P (W = T )

0.1

0.01

0.9

0.99

1.0

0.1

0.0

0.9

F F

T F

F T

T T

Wet Grass

Fig. 1. An example

In this example all nodes have two possible values, denoted by T (true)
and F (false). As can be sen in Fig. 1, the event ”grass is wet” (W=true) has
two possible causes: either the water sprinkler is on (S=true) or it is raining
(R=true). The strength of this relationship is shown in the table. For example,
we see that P r(W = true|S = true, R = false) = 0.9 (second row), and hence,
P r(W = false|S = true, R = false) = 1 − 0.9 = 0.1, since each row must
sum to one. Since node C has no parents, its probability table specifies the prior
probability that it is cloudy (in this case, 0.5). An instance of the EIBBN can
be computing the probability that sprinkler is on given that grass is wet and it
is raining. The decision version of the EIBBN involves deciding whether or not
a certain conditional probability is higher than a threshold value.
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We will define Vertex Cover (VC) problem since the proposed transformation
uses this problem. A Vertex Cover of an undirected graph G = (V, E) is a subset
S of V such that if (u, v) is an edge of G, then either u ∈ S or v ∈ S (or both).
Given an undirected graph G and an integer k, the decision version of the VC
problem tries to answer whether G has a vertex cover with cardinality at most k.

It is known that EIBBN can be solved in polynomial time when the belief
network is a tree [3]. In [4], it is proved that exact inference problem in Bayesian
belief networks is NP-hard. The proof consists of a polynomial transformation
from 3-SAT problem. It is shown in [5] that approximate version of EIBBN is
NP-hard. [6] showed that there is a polynomial time algorithm for approximating
probabilistic inference, if conditional probabilities are arbitrarily close to zero in
the case that the evidence set is empty or constant-sized. It is shown in [7] that
even for surprisingly restricted cases, the problem is NP-hard. For these cases,
even the approximate version of the problem remains NP-hard.

3 Transformation from Vertex Cover Problem

In this section, we will transform VC to EIBBN in polynomial time. Let’s con-
sider a graph G = (V, E) for the vertex cover problem, with V = {V1, . . . , Vn}
and E = {E1, . . . , Em}. We will define the nodes, edges and probability tables
for the belief network. The idea is to construct the EIBBN in such a way that
there exists a vertex cover with cardinality at most k if the marginal probability
of a certain node is positive.

3.1 Nodes of Belief Network

There are six types of nodes in the belief network:
Vertex nodes: For each vertex Vi in the original graph, there is a corre-

sponding vertex node in the belief network that will again be denoted by Vi. So
there are n vertex nodes as shown in Fig. 2.

Edge nodes: For each edge Ei in the original graph, there is a corresponding
node in the belief network that will be denoted by Ei. So there are m edge nodes
as shown in Fig. 3.

Edge result nodes: For each edge on the graph, except the edge with the
highest index number, there is a corresponding node in the belief network. So,
there are m − 1 edge result nodes. These nodes are denoted by Ri for i =
1, . . . , m − 1. These nodes are created to check whether the edge is covered in
the original problem or not. Fig. 4 shows the edge result nodes.

State nodes: There are state nodes in the belief network corresponding to
the number of vertices in the vertex cover for the original graph. For a vertex
Vi, there are i+1 state nodes in the belief network. These nodes will be denoted
by Sij . Fig. 5 shows a state node.

State result nodes: State result nodes are introduced in the belief network
in order to see whether the number of covered vertices is less than or equal to
k or not. There are k + 1 state result nodes that will be denoted by Di for
i = 0, . . . , k. Fig. 6 shows the state result nodes.
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Final Node: The node for the BN that is associated with whether the
solution for VC is true or false. We will denote this node by Y . Fig. 7 shows the
final node.

For each node, there are two states, true or false. Total number of nodes is
2m + k + [ (n+1)×n

2 ].

3.2 Edges of Belief Network

While describing the edges of the belief network, the relation of a group of nodes
and their parents will be utilized.

Vertex nodes: These nodes don’t have parent nodes.

· · ·V2V1 Vn Vertex Nodes}
Fig. 2. Vertex nodes of BN

Edge nodes: Each edge node has two parent nodes. These are the vertex
nodes that form the edge in the original graph.

Ej · · ·· · ·E1 E2 Em

Vi Vertex Nodes}· · · · · ·· · · Vz

Edge Nodes}
Fig. 3. The parents of node Ej where Ej is (Vi, Vz)

Edge result nodes: Each edge result node has at most two parent nodes.
These are the preceding edge result node and the corresponding edge node.

E2 Ej· · · · · ·E1

R2 · · · Rj · · ·R1

}Em

}
edge nodes

edge result nodesRm−1

Em−1

Fig. 4. The edge result nodes

State nodes: The state nodes can be classified into n groups. Each group
can be matched to a vertex node. In each group there are x nodes, where x is
the degree of the vertex node matched to that group. So, total number of state
nodes is n×(n−1)

2 . For each state node, there are at most 3 parent nodes.
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Vi

Si,j

Si−1,j−1 Si−1,j

Fig. 5. The incoming arcs of the state node Sij

The notation used for a state node is Sij , where i is the vertex node associated
with this node, and the j corresponds to the state of the first i vertices meaning;
if Sij is true, j of the first i vertices are covered where j ≤ i.

There is one incoming arc for state Sij emanating from Vi. In addition two
other arcs are inserted emanating from Si−1,j and Si−1,j , if Si−1,j−1 and Si−1,j−1
exist.

State result nodes: The state result nodes are constructed to check the
total number of covered vertices. For each state result node there are at most
2 parent nodes. These are the predecessor node and the state node Snj , where
j ≤ k.

· · · · · ·

D1 · · · DkD0

}
} state result nodes

state result nodes
where i = n

Sn1 Snk SnnSn0

Fig. 6. The state result nodes

Final node: This is a single node that has 3 parent nodes. These are the
last state result node, last edge node and last edge result node. It is only true if
all parent nodes are true. We will denote the final node by Y .

Rm−1 Y

Em

Dk

Fig. 7. Final node denoted by Y

3.3 The Probability Tables

Probability table for vertex nodes: There are 2 states for each node. And
the states are probabilistic, they are not known. So, giving equal chances to each
state seems reasonable. As a matter of fact, the values of the probabilities do
not matter as long as they sum up to 1.
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Table 1. Probability table for vertex nodes

Vi

TRUE 0.5
FALSE 0.5

Probability table for edge nodes: There are exactly two parent nodes
for each edge node. The probability table for edge Ei is as follows:

Table 2. Probability table for edge node

Vi TRUE FALSE
Vz TRUE FALSE TRUE FALSE

Ej TRUE 1 1 1 0
FALSE 0 0 0 1

The table says that the node Ej with parents Vi and Vz is always true if any
of the parent is true.

Probability table for Edge Result Nodes: They have two parent nodes,
except the first edge result node. The probability table is as follows:

Table 3. Probability table for edge result nodes

Ei TRUE FALSE
Rj−1 TRUE FALSE TRUE FALSE

Rj TRUE 1 0 0 0
FALSE 0 1 1 1

The table says that the node Rj with parents Rj−1 and Ej is true if both of
the parents are true.

Probability table for state nodes: This type of nodes has at most three
parent nodes. If the parent node does not exist, it should be removed from the
table. The table is as follows:

Table 4. Probability table for state nodes

Vi TRUE FALSE
Si−1,j−1 TRUE FALSE TRUE FALSE
Si−1,j TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE

Si,j TRUE 0.5 1 0 0 0.5 0 1 0
FALSE 0.5 0 1 1 0.5 1 0 1

The state nodes are designed in order to count the number of true assignments
to vertex nodes. If Sij is true, then j of the first i state nodes are true. For the
state nodes Snj, the information gained is the total number of true vertex nodes.

Probability table for state result nodes: They have 2 parent nodes,
except the first one. The probability table is as follows:
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Table 5. Probability table for state result nodes

Sn,j TRUE FALSE
Dj−1 TRUE FALSE TRUE FALSE

Dj TRUE 1 1 1 0
FALSE 0 0 0 1

The table says that the result node Dj is true if any of the parents is true.

3.4 An Example Transformation

To understand the model easily, let’s define a small vertex cover problem and
transform it to an EIBBN as described in the previous section.

A B

D C

Fig. 8. A VC Problem: Is it possible to have a vertex cover V where |V | ≤ 2?

Here, the problem is stated in Fig. 8. We are supposed to answer whether
there is a vertex cover V whose size is at most 2.

BA

R4 YR3R2R1

E4 E5E2E1 E3

C D

SA0 SA1

SB0 SB1 SB2

SC0 SC1 SC2 SC3

SD0 SD1 SD2 SD3 SD4

D0 D1 D2

Fig. 9. The BN representation of the example problem
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By using the transformation method proposed above the BN representation
of this problem can be seen in Fig. 9.

If P r(Y = true) > 0 then the answer to the vertex cover problem is yes,
meaning that there exists a vertex cover with cardinality at most 2.

3.5 Correctness Of The Transformation

Lemma 1. P r(Y = true) > 0 in the belief network if and only if there is a
vertex cover with cardinality at most k in the original graph.

Proof: If the states of all vertex nodes are given, the probability of Y is either
0 or 1. That is the result of having deterministic relations among the nodes.
The probability is 1 iff all incoming nodes for node Y is true. Then, Rm−1, Em

and Dk are all true. Rm−1 and Em are true iff all edges are covered by the
vertex nodes that are true. Dk is true if the number of vertex nodes that are in
state true, is smaller than or equal to k, which is the cardinality number for the
original VC. So, having Y = 1 means all edges are covered and the number of
vertex nodes in state true is less than k. There are 2n possible assignments for
vertex nodes. It means there are 2n different evidence options for vertex nodes.

P r(Y = T rue) =
2n∑
i=1

P r(Y = true|evidence i)
1
2n

where evidence i is an assignment of vertex nodes different than evidence j
where i �= j. If the probability of Y is greater than 0, then for an evidence
i P r(Y = true|evidence i) is equal to 1. So, the original VC problem has a
solution with cardinality k. �

Lemma 2. The transformation can be carried out in polynomial time.

Proof: The total number of nodes for BN is 2m+k+[ (n+2)×(n+1)
2 ]. All the edges

are well defined. For the probability tables, the number of states of all nodes is
2 and the generic forms exist. Consequently, the transformation is O(n2) so it is
polynomial. �

4 Discussion and Conclusion

We have proved that the exact inference problem in Bayesian belief networks is
NP-hard. Cooper obtained same result by a completely different transformation
from the 3-SAT problem. Dagum showed that even the approximate version of
the problem is NP-hard, following the transformation of Cooper. Unfortunately,
this is not the case with our transformation. In other words, we cannot imitate
the same transformation for the approximate version of the problem. On the
other hand, the transformation from the vertex cover problem provided in this
paper may have some implications.

First of all, the heuristic algorithms developed for EIBBN can be used to solve
VC instances. We have tried this by off-the-shelf available software. The results
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were not very encouraging. Yet, the belief network obtained via the transforma-
tion has a special structure. One can exploit this special structure to develop
more efficient algorithms. It is possible, for instance, to apply the node elimina-
tion method of [8].

There are certain special classes of vertex cover problem instances that can
be solved in polynomial time like the case that the underlying graph is bipartite.
In addition, there are polynomial time constant factor approximation algorithms
for the vertex cover problem in the literature [9]. The relation between the vertex
cover problem and EIBBN can be investigated further to find classes of EIBBN
that can be solved in polynomial time.

References

1. Batchelor, C.: Application of belief networks to water management studies. Agri-
cultural Water Management 40 (1999) 51–57

2. Garey, M.R., Johnson, D.S.: A Guide to the Theory of NP-Completeness. W. H.
Freeman and Company, New York (1979)

3. Pearl, J.: Fusion, propagation, and structuring in belief networks. Artificial Intelli-
gence 29 (1986) 241–288

4. Cooper, G.F.: The computational complexity of probabilistic inference using
bayesian belief networks. Artificial Intelligence 42 (1990) 393–405

5. Dagum, P., Luby, M.: Approximating probabilistic inference in bayesian belief net-
works is np-hard. Artificial Intelligence 60 (1993) 141–153

6. Dagum, P., Luby, M.: An optimal approximation algorithm for bayesian inference.
Artificial Intelligence 93 (1997) 1–27

7. Roth, D.: On the hardness of approximate reasoning. Artificial Intelligence 82
(1996) 273–302

8. Shachter, Ross, D.: Probabilistic inference and influence diagram. Operations Re-
search 36 (1988) 586–602

9. Vazirani, V.: Approximation Algorithms. Springer, Berlin (2001)



Recovering the Lattice of Repetitive
Sub-functions

Guy-Vincent Jourdan1, Hasan Ural1, and Hüsnü Yenigün2
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Abstract. Given a set of observations of an existing concurrent sys-
tem with repetitive sub-functions, we consider the construction of an
MSC graph representing the functionality of the concurrent system. We
first introduce a formal structure that we call ”lattice of repetitive sub-
functions”. This lattice provides us with a global view of all the repetitive
sub-functions of the system and all the compatible observations. Using
the lattice, we are able to propose an algorithm that constructs the MSC
graph representation of the system functionality in a more general con-
text than in previously published work.

1 Introduction

Often, depictions of individual intended behaviors of a concurrent system are
given by designers as Message Sequence Charts (MSCs) [1,2]. An MSC is a visual
description of a series of message exchanges among communicating processes in
a concurrent system. Figure 1, left, shows an MSC of three processes exchanging
a total of five messages. The message m1 is sent by the process P2 and received
by the process P3, which is represented by an arrow from P2 to P3 and labeled
m1. Each message exchange is represented by a pair of send and receive events.
The local view of the message exchanges of a process (send and receive events
of a process) is a total order, but the global view is a partial order. A tuple
consisting of a local view for each process of the message exchanges depicted
in an MSC uniquely determines that MSC. Thus, an MSC represents a partial
order execution of a concurrent system which stands for a set of linearizations
(total order executions of the system) determined by considering all possible
interleavings of concurrent message exchanges implied by the partial order.

To describe a functionality that is composed of several sub-functionalities,
an MSC graph (a graph with a source and a sink node where edges labeled
by MSCs) can be used. An MSC corresponding to the concatenation of MSCs
along a path from the source node to the sink node in an MSC graph is said to
be in the language of the MSC graph. In the following, Mk means that M is
repeated k times, and M∗ means any number of repetitions of M . Figure 1, right,

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 956–965, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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P1 P2 P3

m1m2

m4

m3

m5

msc M

v0 v vf
Mp MS

M

Fig. 1. An MSC of three processes (left) and an example MSC Graph (right)

shows an MSC Graph where the MSC Mp is followed by an arbitrary number of
iterations of the MSC M , followed by the MSC Ms, which defines the language
Mp.M

∗.Ms. In this paper we assume that an MSC in the language of an MSC
graph represents a system functionality from the initial state to the final state,
without going through the initial state again during the execution.

Formal semantics associated with MSCs provides a basis for their analysis
such as detecting timing conflicts and race conditions [3], non–local choices [4],
model checking [5], and checking safe realizability [6,7].

One of the aims of the reverse engineering [8,9] is to recover the design of an
existing system from the run time behavior of its implementation. In this paper,
we consider the reverse engineering of designs of existing concurrent systems from
given sets of observations of their implementations. We assume that we are given
a set O of observations, each observation o ∈ O being an arbitrary linearization
of an MSC m from a set of MSCs that is not given. Some of the sub-functions
of the system can be repetitive, in which case they can be called consecutively
a different number of times in different runs of the system. We assume that a
repetitive sub-function does not start (resp. end) at the initial (resp. final) state,
and that every repetitive sub-function of the system (if any) is represented in
the given set of observations at least twice: once with no occurrence, and once
with two or more consecutive occurrences.

In [10], a method to infer repetitive sub-functions from a given set of ob-
servations is described. However, this method requires restrictive assumptions
regarding the observations. In this paper, we introduce a new concept, the lat-
tice of the repetitive sub-functions, to model a structure indicating all possible
2n combinations of n repetitive sub-functions of the observed system. Using this
concept, we are able to relax the following the assumptions made in [10]:

– Repetitive sub-functions do not have to be iterated the same number of times
in each observation,

– Repetitive sub-functions need not be introduced in a specific order,
– The ordering of the sub-functions need not be totally unambiguous.
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2 Preliminaries

A sub-function that is repeated in an observation will create a repeated pattern in
the MSC corresponding to that observation. However, a simple pattern repetition
is not enough. In order to deduce the existence of a repetitive sub-function, we
need to have an evidence such as different number of iterations of the pattern
within the same context.

Definition 1. An MSC M is the basic repetitive MSC of MSC M ′ if M ′ = Mk

for some k ≥ 2 and there does not exist a basic repetitive MSC of M .

Consider the visual representation of an MSC M and imagine that we draw a
line through M by crossing each process line exactly once, and without crossing
any message arrows. Such a line divides M into two parts Mp (the part above
the cutting line) and Ms (the part below the cutting line). Mp and Ms can be
shown to be MSCs again. Mp and Ms are what we call a prefix of M and a suffix
of M , respectively.

Definition 2. Two MSCs M1 and M2 are said to infer M to be repetitive within
the context Mp–Ms if all the following are satisfied:

1. M does not have a basic repetitive MSC,
2. M1 = Mp.M

k.Ms for some k ≥ 2 and M2 = Mp.Ms,
3. M is not a suffix of Mp and M is not a prefix of Ms.

Definition 3. A common prefix (resp. suffix) of two MSCs M1 and M2, is an
MSC M , such that M is a prefix (resp. suffix) of both M1 and M2. The maximal
common prefix (resp. suffix) of M1 and M2 is a common prefix (resp. suffix) M
of M1 and M2 with the largest number of events.

3 The Lattice of the Repetitive Sub-functions

The lattice of the repetitive sub-functions is a structure providing all possible
selection of n repetitive sub-functions, including none of them (bottom of the
lattice) and all of them (top of the lattice). We first look at the simple case,
with only one level of repetitive sub-functions, and we then consider the case of
nested repetitive sub-functions.

3.1 The Case Without Nested Repetitive Sub-functions

If two MSCs M1 and M2 infer an MSC M to be repetitive within the context Mp–
Ms, we obtain a regular expression, Mp.M

∗.Ms, which can be seen as a language
whose alphabet is the set of MSCs used in the regular expression ({Mp, Ms, M}
in that case). M1 and M2 are two of the words of that language.

For example, lets consider the following three MSCs, corresponding to a
given set of three observations: M1.M3.M5, M1.M2.M2.M3.M5 and M1.M3.M4.
M4.M4.M5. The first two MSCs infer the language M1.M

∗
2 .M3.M5, while the
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first and third MSCs infer the language M1.M3.M
∗
4 .M5, using the alphabet

{M1, M2, M3, M4, M5}.
Considering the general case of n repetitive sub-functions with no nested

repetitive sub-functions, the general form of the top ”language” (the top of
the lattice), representing the selection of all repetitive sub-function, will be of
the form Mp.M

∗
1 .T1.M

∗
2 .T2.M

∗
3 . . . M∗

n−1.Tn−1.M
∗
n.Ms, where ∀i ≤ n, Mi is a

non empty MSC representing a repetitive sub-function, Ti is a possibly empty
”transition” MSC, Mp is the non-empty prefix and Ms is the non-empty suffix.
Figure 2 shows an example with n = 3.

Because all combinations of the repetitive sub-functions are possible, we can
observe every subset of the set of n Mi’s, to a total of 2n possible different
languages. All of these languages can be ordered by inclusions: ∀L1, ∀L2, L1 ⊆ L2
if and only if ∀w, w ∈ L1 ⇒ w ∈ L2. Then, we are in fact looking at an hypercube
of size n, the elements being the languages, where a language L2 includes a
language L1 if L2 contains all the repetitive sub-functions included in L1.

The bottom ”language” (the bottom of the lattice) is actually a constant,
whose only word is the MSC of the observation with no repetitive sub-function.
All other observations should ”introduce” a new repetitive sub-function. All in
all, n languages will be directly deduced from pairs of observations, and the
others will be inferred.

There are several possible sets of observations that will allow the inference of
the same lattice. In Figure 2, the black dots are deduced from pairs of observa-
tions and the white dots are the languages inferred by inclusion. However, not
all combination of four nodes are valid. For example, the right-most combination
is invalid, since M3 is never inferred (never given in any observation, in fact).

Note that if a ”transition” Ti is empty (that is, Mi and Mi+1 are consecutive)
and if no observation is provided showing both Mi and Mi+1, we cannot order
Mi and Mi+1.

3.2 The Case of the Nested Repetitive Sub-functions

Observations containing occurrences of nested repetitive sub-functions will yield
the top element of a structure whose general form is the same as the one given

(f)

(h)

(e)

(b) (d) (c)

(g)

(a)
(a) = MpT1T2T3Ms

(b) = MpM1
*T1T2T3Ms

(c) = MpT1T2M3
*T3Ms

(d) = MpT1M2
*T2T3Ms

(e) = MpM1
*T1M2

*T2T3Ms

(f) = MpT1M2
*T2M3

*T3Ms

(g) = MpM1
*T1T2M3

*T3Ms

(h) = MpM1
*T1M2

*T2M3
*T3Ms

(f)

(h)

(e)

(b) (d) (c)

(g)

(a)

(f)

(h)

(e)

(b) (d) (c)

(g)

(a)

(f)

(h)

(e)

(b) (d) (c)

(g)

(a)

Fig. 2. Different sets of observations for the same lattice
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Fig. 3. Two repetitive sub-functions, each one having two nested repetitive sub-
functions

in the previous section. In this general form, a sub-function containing k nested
repetitive sub-functions will have a non empty prefix, a non empty suffix, and
k repetitive sub-functions separated by possibly empty transition MSCs. Thus,
this sub-function alone, with its k nested repetitive sub-functions, defines an
hypercube of size k. Each of the nested repetitive sub-function can itself have
nested repetitive sub-functions and the same idea would apply. That is, we first
consider the ”first level” repetitive sub-functions. With n first level repetitive
sub-functions, we have an initial hypercube of size n, with each repetitive sub-
function defining one ”direction” or one ”face” of the hypercube. Each repetitive
sub-function appears in 2n−1 nodes of the hypercube.

For each first level repetitive sub-function having nested repetitive sub-func-
tions (say k of them), we replace all 2n−1 nodes having that repetitive sub-
function with the corresponding hypercube of size k. We then repeat that process
for each nested level.

The example in Figure 3 shows two repetitive sub-functions M1.M
∗
2 .M∗

3 .M4
(A), M3 itself having two repetitive sub-functions (M3 = M31.M

∗
32.M

∗
33.M34, B)

and M2 having two repetitive sub-functions (M2 = M21.M
∗
22.M

∗
23.M24, C).

4 Recovery of Repetitive Sub-functions

With the help of the lattice, we can derive a repetitive sub-function recovery
algorithm that has fewer assumptions than the ones assumed in [10]. We do
keep the following assumptions from [10]:
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1. The initial observation (without repetitive sub-function calls), and each
repetitive sub-function having nested repetitive sub-functions, has a non
empty, repetitive sub-function free prefix and a non empty, repetitive sub-
function free suffix.

2. Repetitive sub-functions have no common prefix with the part of the MSC
that starts just after them and no common suffix with the part of the MSC
that leads to them.

3. Repetitive sub-functions starting at the same point do not alternate.
4. Every repetitive sub-function is introduced ”individually” by at least one

observation. That is, for every repetitive sub-function M , there is at least
one observation o and a set of observations S such that:
(a) M is repeated at least twice in o
(b) M does not appear at all in any observation of S
(c) Every other repetitive sub-function appearing at least once in at least

one observation in S is also introduced individually within the set of
observations of S.

In other words, it is possible to introduce the repetitive sub-functions one at
a time.

A major difference with [10] is that once a repetitive sub-function has been in-
troduced, it can then be used (or not used), and used any number of times in the
other observations. In the case of nested repetitive sub-functions, the observation
that introduces the nested repetitive sub-function iterates that nested repetitive
sub-function in only one occurrence of the outer repetitive sub-function.

4.1 Description of the Algorithm

We first consider the following simplified case:

– The ordering of the repetitive sub-functions is never ambiguous (there is
always either a non empty transition between two consecutive repetitive
sub-functions, or these repetitive sub-functions are provided incrementally).

– There are no nested repetitive sub-functions.
– There are no unnecessary observations (i.e. we are working with n + 1 ob-

servations to uncover n repetitive sub-functions).

We are going to construct the lattice corresponding to a given set of observations
step by step, starting from the bottom. Initially, we look for observations that
allow us to deduce a single repetitive sub-function (assumption 4 ensures us that
there is at least one). Once we have deduced all these repetitive sub-functions,
we complete that portion of the lattice and infer the top of it. Then, we look for
observations that allow us to deduce just one repetitive sub-function in addition
to the ones that have been already deduced (again, thanks to assumption 4,
there is always one at least). We complete that part of the lattice, infer the top,
etc. until we are done.

We will use ”topLabel” to store the current top of the lattice. Initially, topLa-
bel is the bottom of the lattice (which is simply the MSC of the shortest obser-
vation of the whole set).
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1: topLabel = the MSC of the shortest observation
2: S = set of all observations minus topLabel
3: while S �= ∅ do
4: /* First phase: discovering the next set of repetitive sub-functions */
5: for all observations o ∈ S do
6: Let prefix = MaxCommonPrefix(topLabel, o)
7: Let suffix = MaxCommonSuffix(topLabel, o)
8: if prefix �= null and suffix �= null and prefix.suffix ∈ topLabel then
9: Let M be the portion of the MSC of o between prefix and suffix

10: /* MSC representation of o=prefix.M.suffix */
11: if M1 = basic repetitive MSC(M) then
12: /* M = Mk

1 for some k. We have found prefix.M∗
1 .suffix */

13: Add prefix.M∗
1 .suffix as a successor of topLabel in the lattice

14: Remove o from S
15: end if
16: end if
17: end for
18: /* second phase: reconstruction phase */
19: Close the lattice by combining all the found successors of topLabel.
20: Assign topLabel to the top of the lattice.
21: end while

After the first pass through the while loop, topLabel is a regular expression,
using the repetition(∗). The functions MaxCommonPrefix and MaxCommonSuf-
fix presented in [10] must be adapted as follows: trace along topLabel. Once you
reach a repetition (you reach an M∗), there are two options: either follow M or
skip it altogether. Thanks to assumption 2, you see immediately which way to
go. If M is followed, you can loop through M any number of times. If the trace
ends in the middle of M , then push back the common prefix to the beginning of
that repetitive sub-function M .

Let’s consider the following set of MSCs corresponding to a given set of four
observations as an example:

1. Mp.Mt.Ms 3. Mp.Mt.Mb.Mb.Ms

2. Mp.Ma.Ma.Ma.Ma.Mt.Ms 4. Mp.Ma.Mt.Mb.Mb.Mb.Mc.Mc.Ms

Initially, topLabel = Mp.Mt.Ms In the first pass through, topLabel and obser-
vations 2) find Mp.M

∗
a .Mt.Ms and topLabel and observations 3) find Mp.Mt.M

∗
b .

Ms. The lattice, a square, is closed, and Mp.M
∗
a .Mt.M

∗
b .Ms is inferred as the

top. In the second pass, topLabel = Mp.M
∗
a .Mt.M

∗
b .Ms with observations 4) find

Mp.M
∗
a .Mt.M

∗
b .M∗

c .Ms. The lattice, a cube, is closed, and Mp.M
∗
a .Mt.M

∗
b .M∗

c .
Ms is inferred as the final top.

4.2 Adding the Nested Repetitive Sub-functions

If there are nested repetitive sub-functions, the above algorithm will not find
them. To handle this case, we have to waive the restriction that MaxCommon-
Prefix must not finish inside a repetitive sub-functions. We must trace the max-
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(c)
(b)

(a)

(d)

(e)(a) = MpMtMs

(b) = MpMa
*MtMs

(c) = MpMtMb
*Ms

(d) = MpMa
*MtMb

*Ms

(e) = MpMa
*MtMb

*Mc
*Ms

(c)
(b)

(a)

(d)

(e)

(c)
(b)

(a)

(d)

(c)
(b)

(a)(a)

Fig. 4. The algorithm step by step

imal common prefix within the repetitive sub-function. If it finishes inside it, we
trace the maximal common suffix and if it too finishes at the same point in the
repetitive sub-function, then that is the candidate for the starting point of the
nested sub-function.

Thus, the strategy becomes the following: we first iterate the algorithm as
before, until going through the for loop (line 5) does not add new repetitive
sub-functions. At that point, we have identified all the ”first level” repetitive
sub-functions. We then continue the algorithm, this time allowing the max com-
mon prefixes and max common suffixes to stop inside a first level repetitive
sub-function. We iterate until, again, the for loop does not add new repetitive
sub-functions. At that point, we have found all the second level repetitive sub-
functions (repetitive sub-functions inside a repetitive sub-functions). Now, we
allow suffixes and prefixes finishing inside second level repetitive sub-functions
and find third level repetitive sub-functions. We go one until we have exhausted
the set of observations.

4.3 Waiving the Non-ambiguity Condition

Consider the following set of MSCs corresponding to a given set of four obser-
vations:

1. Mp.Ms 3. Mp.Mb.Mb.Mb.Ms

2. Mp.Ma.Ma.Ma.Ms 4. Mp.Ma.Mb.Mc.Mc.Mc.Ms

By applying the algorithm of Section 4.1 we will first find Ma and Mb, but
we don’t know their respective order until later, when we find Mc.

We need to adapt the algorithm so that it records the ambiguity: during
the lattice completion phase (line 19), we may end up with several repetitive
sub-functions starting at the same point. We need thus to enhance our regular
expression and allow alternative. In the example above, the first discovery phase
finds Mp.M

∗
a .Ms and Mp.M

∗
b .Ms, so the first reconstruction phase can’t decide

whether the top should be Mp.M
∗
a .M∗

b .Ms or Mp.M
∗
b .M∗

a .Ms. So we record
Mp.(M∗

a |M∗
b ).Ms.

We thus need to modify MaxCommonPrefix and MaxCommonSuffix again:
now, as we trace inside topLabel, we may reach a point where there are several
choices: take any of the repetitive sub-functions starting there, or move on.
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What we need to do is try all the repetitive sub-functions and follow the one
that works. Two repetitive sub-functions can now have the same prefix, so we
may end up following several repetitive sub-functions at the same time, but
because ultimately all repetitive sub-functions are different, we will be able to
decide which repetitive sub-function we must really follow before the end of the
first iteration. We must record what repetitive sub-functions have been taken
because we can go through several ones at that point, one after the other (the
sub-functions cannot alternate according to assumption 3).

If at least two repetitive sub-functions start from the same point and have
a common prefix, it is possible that MaxCommonPrefix finishes before we have
reached a point allowing to decide which sub-function we are actually following.
Again because all repetitive sub-functions are ultimately distinct, MaxCommon-
Suffix will resolve the problem: it may also end up in the middle of several repet-
itive sub-functions, but the set of repetitive sub-functions found by MaxCom-
monPrefix and the set of repetitive sub-functions found by MaxCommonSuffix
will have at most one sub-function in common (the right one, if there is one).

Finally, to eventually waive the ambiguity, we have to enhance line 11: when
we find a repetitive sub-function, if we have followed ambiguous branches during
MaxCommonPrefix and/or during MaxCommonSuffix, then the order in which
we have followed these branches is the order of the repetitive sub-functions and
the ambiguity is removed.

In the example, after inferring Mp.(M∗
a |M∗

b ).Ms as the current top, in the
next phase we trace it against Mp.Ma.Mb.Mc.Mc.Mc.Ms. We successfully lo-
cate M∗

c , and at that time we waive the Ma|Mb ambiguity and finish with
Mp.M

∗
a .M∗

b .M∗
c .Ms.

Note that in fact, we can finish all the observations and still have ambiguity in
the final top of the lattice. This means that the order of the ambiguous repetitive
sub-functions was never provided. We can report that fact to the user.

4.4 Waiving the No Non-necessary Observations Conditions

So far, each observation adds something at one point. We actually don’t need
that. If an observation is ”redundant”, in that it doesn’t help discovering any
repetitive sub-function, at one point the current ”topLabel” will be able to al-
ready generate that observation. That is, in the algorithm it simply means that
MaxCommonSuffix will consume the complete observation. At that point, we
just need to discard it. Note that a redundant observation can still be useful to
waive ordering ambiguity. If that is the case, then we must simply record the
order before discarding the observation.

5 Conclusion

We have introduced the ”lattice of repetitive sub-functions”, a new formal struc-
ture providing a global view of the compatible observations of a system having
repetitive sub-functions. We have described an algorithm to construct an MSC
graph of the functionality of a system built from a set of observations. The new
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algorithm introduced in this paper is an improvement over the solution presented
in [10] in that some of the most restrictive assumptions on the set of observations
are being waived. The last strong assumption remaining is the assumption 4 of
the Section 4, stating that each repetitive sub-function must be introduced ”in-
dividually”. In future work, we will attempt to waive this assumption as well.
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Abstract. We briefly summarize the career of Prof. Sami Erol Gelenbe
who founded the ISCIS conference series, on the occasion of his 60th
birthday, and on this 20th anniversary of the ISCIS conferences.

S. Erol Gelenbe is a native of Istanbul and a descendant of the 18th century
mathematician Ismail Gelenbev̂ı Efendi (1730-1790) who taught at the Ottoman
Imperial War College. Erol’s father, Yusuf Âli Gelenbe was also born in Istanbul,
while his mother Maria Sacchet Gelenbe was born in the Belluno area of Northern
Italy. Because his father worked at the Ankara headquarters of a Turkish bank,
Erol graduated from Ankara Koleji in 1962. He entered the Middle East Technical
University in Ankara and graduated with High Honours in Electrical Engineering
in 1966, and was awarded the Clarke Award for Research Excellence for his
Bachelor’s thesis on Partial Flux Switching Memory. He completed his MS and
PhD in three years as a Fulbright Scholar at Brooklyn Poly in New York, and
then joined the University of Michigan in Ann Arbor. He was invited by IRIA
to spend six months in 1972, and joined the University of Liège in Belgium
as a chaired professor in 1974. He continued his association with IRIA (which
became INRIA), and also taught at the University of Paris XIII and at Ecole
Polytechnique. In 1979 he joined the University of Paris Sud where he was one
of the principal architects of its program in Computer Science. After a stint as
Science and Technology Adviser to the French Minister for Universities from
1984 to 1986, he joined the University of Paris V and developed its Computer
Science Program. From 1991 to 2003 he was in the United States as New Jersey
State Professor at NJIT, then as endowed chair professor and Department Head
at Duke University, finally as University Chair Professor, School Director and
Associate Dean of Engineering at the University of Central Florida in Orlando.
Since the summer of 2003 he has been with Imperial College as the Dennis Gabor
Chair Professor.

Erol was elected a member of the Academia Europaea in 2005. In 1986 he
was elected a Fellow of IEEE, and subsequently a Fellow of ACM (2001) and
of the IEE (2003). He was awarded the Honorary Doctorates of the University
of Rome in 1996 and of Bogaziçi University in 2004, has been decorated by the
French government, and has received several scientific awards.

From the early 70’s to today Erol has made seminal contributions to com-
puter systems and networks. He has published four books which have appeared

P. Yolum et al.(Eds.): ISCIS 2005, LNCS 3733, pp. 966–970, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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in English, French, Japanese and Korean. In his initial work on performance
modelling [1] he proved the surprising result that the FIFO paging algorithm
is strictly equivalent to a random page replacement choice for the independent
reference model of program behaviour, for all possible page reference frequen-
cies. In the mid-seventies concurrently with H. Kobayashi, he derived the first
diffusion approximations for queuing systems but suggested a model with hold-
ing times at the boundaries providing better accuracy at light traffic, and good
accuracy at heavy traffic [2]. This work was used [3,4] in a recent IBM Patent
(1999) [5] on call admission control for ATM networks. Together with G. Fay-
olle and J. Labetoulle, he showed that the random access ALOHA channel can
only be stabilized by a control policy in which the retransmission time is pro-
portional to the number of blocked transmissions [6,7]. In the late 70’s Erol
designed the “first ever” random access network on a fiber optic channel using
these results. In the late seventies Erol proved [8] that in a database subject
to random failures, the optimum checkpoint interval is a deterministic quantity
expressed in terms of the amount of work that the database has accomplished
since the most recent checkpoint. This work later gave rise to several theses by
Erol’s students [10,11] and further work in the USA [9]. Also during that time
he published some of the first performance analyses of communication protocols.
The Gelenbe-Mitrani graduate level book appeared in 1980, and was translated
into Japanese in 1988. The early and mid-eighties saw him make other pioneer-
ing contributions: the classical Gelenbe-Iasnogorodski [13] result characterizing,
under general arrival and service conditions, the long run waiting time at a pag-
ing disk server, the first ever work on the analytical estimation of the space
and time cost of relational database operations [14], the end-to-end performance
analysis of packet re-sequencing protocols [15], and the first analysis of the per-
formance of interfering reads and writes during parallel access to shared data
[16]. The Gelenbe-Pujolle book [17] appeared in French and was soon translated
into English; it has gone through several editions and was published in Korean
in 2000.

Over the last decade, Erol’s invention of work removing “negative customers”
[22] has produced a resurgence of research on “product form networks”
[18,19,20,21,22,23,24,25,26,27,28] was motivated by the need to introduce con-
trol functions in queuing systems. An interesting mathematical twist is that
G-networks have non-linear traffic equations, raising questions about the exis-
tence and uniqueness of solutions [20]. His work on G-networks has had a parallel
development in the field of neural computation, where “negative customers” are
models of the inhibitory spikes in biophysical neurons [28,29,30,31,32]. Erol has
developed related learning algorithms [34,45] and his group has come up with
many novel applications [33,35,36,37,38,39,40,41,42,43,44].

Erol is currently conducting innovative experimental work on computer net-
work design [46,47,49], using performance and quality of service as the driving
element and neural networks as the control units used in routers. His group
has designed and built an experimental “self-routing packet” test-bed based on
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his Cognitive Packet Network patent. Related to this, Erol is also developing a
theory of “sensible” [48] network routing.

He has attracted and mentored numerous PhD students and younger re-
searchers. Many any of them are now technical leaders in France, Italy, Belgium,
Greece, Turkey, Canada and the US. Finally, Erol has also made seminal con-
tributions to the organization of his field by being a founding member of ACM
SIGMETRICS, and of IFIP WG7.3. He has constantly served the profession
through active participation in conferences and journals of the IEEE, the ACM
and also of the British Computer Society. He has had significant impact on the
Turkish Computer Science and Engineering community by founding and helping
to organise for twenty consecutive years the International Symposia on Com-
puter and Information Sciences series in Turkey.

References

1. E. Gelenbe ”A unified approach to the evaluation of a class of replacement algo-
rithms”, Vol. C-22 (6), pp. 611-618, June 1973.

2. E. Gelenbe ”On approximate computer system models”, Journal ACM, Vol. 22,
No. 2, 261-269, April 1975.

3. E. Gelenbe, X. Mang, R. Onvural ”Diffusion based call admission control in ATM”,
Performance Evaluation, Vol. 27 & 28, 411-436, 1996.

4. E. Gelenbe, X. Mang, R. Onvural ”Bandwidth allocation and call admission control
in high speed networks”, IEEE Communications Magazine, Vol. 35, No. 5, 122-129,
1997.

5. G.A. Marin, X. Mang, E. Gelenbe, R. Onvural, , U.S. Patent No. , 1999.
6. G. Fayolle, E. Gelenbe, J. Labetoulle “Stability and optimal control of the packet

switching broadcast channel”, Journal ACM, Vol. 24, No. 3, 375-386, 1977.
7. Banh-Tri-An, E. Gelenbe ”Am?lioration d’un canal de diffusion sous contr?le”,

Revue d’Informatique (R.A.I.R.O), Vol. 11, No. 3, 301-321, 1977.
8. E. Gelenbe ”On the optimum checkpoint interval”, Journal ACM, Vol. 26, No. 2,

259-270, 1979.
9. E. Gelenbe, S. Tripathi, D. Finkel ”Performance and reliability of a large dis-

tributed system”, Acta Informatica, Vol. 23, 643-655, 1986.
10. E. Gelenbe, M. Hernandez ”Optimum checkpoints with time dependent failures”,

Acta Informatica, Vol. 27, pp 519-531, 1990.
11. E. Gelenbe, M. Hernandez ”Virus tests to maximize availability of software sys-

tems”, Theoretical Computer Science, Vol. 125, 131-147, 1994.
12. E. Gelenbe, I. Mitrani ”Analysis and Sythnesis of Computer Systems”, Academic

Press, New York and London, 1980.
13. E. Gelenbe, R. Iasnogorodski ”A queue with server of walking type”, Annales de

l’Institut Henri Poincar?, S?rie B, Vol. 16, No. 1, 63-73, 1980.
14. E. Gelenbe, D. Gardy ”On the size of projections I”, Information Processing Let-

ters, Vol. 14, No. 1, 1982.
15. F. Baccelli, E. Gelenbe, B. Plateau ”An end-to-end approach to the resequencing

problem”, Journal ACM, Vol. 31, No. 3, 1984.
16. A. Chesnais, E. Gelenbe, I. Mitrani ”On the modelling of parallel access to shared

data”, Comm. ACM, Vol. 26, No. 3, 1983.
17. E. Gelenbe, G. Pujolle ”Introduction to Networks of Queues”, 2nd Edition, John

Wiley Ltd, New York and Chichester, 1998.



Erol Gelenbe’s Career and Contributions 969

18. E. Gelenbe ”Queueing networks with negative and positive customers”, Journal of
Applied Probability, Vol. 28, 656-663 (1991).

19. E. Gelenbe, P. Glynn, K. Sigman ”Queues with negative arrivals”, Journal of Ap-
plied Probability, Vol. 28, pp 245-250, 1991.

20. E. Gelenbe, M. Schassberger ”Stability of product form G-Networks”, Probability
in the Engineering and Informational Sciences, 6, pp 271-276, 1992.

21. E. Gelenbe ”G-networks with instantaneous customer movement”, Journal of Ap-
plied Probability, 30 (3), 742-748, 1993.

22. E. Gelenbe ”G-Networks with signals and batch removal”, Probability in the En-
gineering and Informational Sciences, 7, pp 335-342, 1993.

23. E. Gelenbe ”G-networks: An unifying model for queueing networks and neural
networks,” Annals of Operations Research, Vol. 48, No. 1-4, pp 433-461, 1994.

24. J.M. Fourneau, E. Gelenbe, R. Suros ”G-networks with multiple classes of positive
and negative customers,” Theoretical Computer Science Vol. 155 (1996), pp.141-
156.

25. E. Gelenbe, A. Labed ”G-networks with multiple classes of signals and positive
customers”, European Journal of Operations Research, Vol. 108 (2), 293-305, July
1998.

26. E. Gelenbe, H. Shachnai ”On G-networks and resource allocation in multimedia
systems”, European Journal of Operational Research, Vol. 126, No. 2, 308-318,
October 2000.

27. E. Gelenbe, J.M. Fourneau ”G-Networks with resets”, Performance Evaluation,
Vol. 49, 179-192, 2002.

28. E. Gelenbe ”Reseaux stochastiques ouverts avec clients negatifs et positifs, et re-
seaux neuronaux”, Comptes-Rendus Acad. Sci. Paris, t. 309, Serie II (1989), 979-
982.

29. E. Gelenbe ”Random neural networks with positive and negative signals and prod-
uct form solution”, Neural Computation, Vol. 1, No. 4, pp 502-510, 1989.

30. E. Gelenbe ”Stable random neural networks”, Neural Computation, Vol. 2, No. 2,
pp 239-247, 1990.

31. E. Gelenbe ”Distributed associative memory and the computation of membership
functions”, Information Sciences, Vol. 57-58, pp 171-180, 1991.

32. E. Gelenbe ”Une generalisation probabiliste du probleme SAT”, Comptes-Rendus
Acad. Sci., t 313, Serie II, pp 339-342, 1992.

33. V. Atalay, E. Gelenbe ”Parallel algorithm for colour texture generation using the
random neural network model”, International Journal of Pattern Recognition and
Artificial Intelligence, Vol. 6, No. 2 & 3, pp 437-446, 1992.

34. E. Gelenbe ”Learning in the recurrent random network”, Neural Computation, 5,
pp 154-164, 1993.

35. E. Gelenbe, V. Koubi, F. Pekergin ”Dynamical random neural approach to the
traveling salesman problem,” ELEKTRIK, Vol. 2, No. 2, pp 1-10, 1994.

36. E. Gelenbe, C. Cramer, M. Sungur, P. Gelenbe ”Traffic and video quality in adap-
tive neural compression”, Multimedia Systems, Vol. 4, 357-369, 1996.

37. E. Gelenbe, T. Feng, K.R.R. Krishnan ”Neural network methods for volumetric
magnetic resonance imaging of the human brain,” Proceedings of the IEEE, Vol.
84, No. 10, 1488-1496, October 1996.

38. E. Gelenbe, A. Ghanwani, V. Srinivasan ”Improved neural heuristics for multicast
routing”, IEEE Journal of Selected Areas of Communications, Vol. 15, No. 2, 147-
155, February 1997.



970 U. Çaglayan
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